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We derive the set of inequalities that is necessary and sufficient for nonlinear causality and linear
stability of first-order relativistic hydrodynamics with either a U(1)V conserved current or a U(1)A
current with a chiral anomaly or both. Our results apply to generic hydrodynamic frames in which
no relations among the transport parameters are imposed. Furthermore, our analysis yields, to
the best of our knowledge, the first theory of viscous chiral hydrodynamics proven to be causal
and stable. We find that causality demands the absence of vorticity-induced heat flux, forcing a
departure from the thermodynamic frame in the chiral case. The inequalities for causality and
stability define a hypervolume in the space of transport parameters, wherein each point corresponds
to a consistent formulation. Notably, causality is determined by just three combinations of transport
parameters. We present our results in a form amenable to numerical hydrodynamic simulations.

I. INTRODUCTION

Relativistic fluid dynamics provides a powerful effective description for the long-wavelength, late-time
dynamics of a wide variety of physical systems in, e.g., cosmology [1], astrophysics [2], and high-energy nuclear
collisions [3]. In addition, microscopic quantum effects, such as those induced by quantum anomalies, can give
rise to novel macroscopic transport phenomena which can also be reflected in the hydrodynamic description
[4–6]. Although the formulation of the viscous theory of nonrelativistic hydrodynamics—the Navier-Stokes
theory—is textbook material [7], its generalization to the relativistic regime remains an important and active
topic of current research both with and without the effect of quantum anomalies. A theory of relativistic
hydrodynamics which consistently includes dissipation is needed in particular to model the behavior of the
quark-gluon plasma created in relativistic heavy-ion collisions [8] and the dynamics of ultradense matter in
neutron star mergers [9–12].
For any theory of relativistic hydrodynamics to be suitable for numerical implementation and, thus, for

predicting experimental outcomes, three fundamental requirements must be fulfilled: causality, stability, and
local well-posedness. Causality demands that information does not propagate faster than the speed of light,
in agreement with Einstein’s relativity. Stability refers to the property that a system perturbed slightly
away from global equilibrium will return to it. A locally well-posed theory is one for which a unique solution
to the equations of motion exists in a neighborhood of any suitable hypersurface on which arbitrary initial
data can be specified [13]. One might näıvely expect that these requirements are automatically satisfied once
a covariant formulation of hydrodynamics is given, but this is not necessarily the case. For example, the
standard first-order relativistic hydrodynamic theories proposed by Eckart [14] and by Landau and Lifshitz
[7] violate both causality and stability and are therefore unsuitable for numerical simulation.
The most widely used relativistic viscous hydrodynamic theories which can overcome the problems related

to causality and stability originated in the pioneering works of Müller [15] and Israel and Stewart [16, 17]. In
these so-called Müller-Israel-Stewart (MIS) theories, in contrast to first-order theories, new degrees of freedom
in addition to the long-lived hydrodynamic modes are introduced, increasing the number of equations of
motion needed to describe relativistic fluids. However, it is important to note that causality for MIS theories
has only been derived in the linearized regime [18, 19], with the exception of some specific cases [20–22]
where nonlinear analyses were performed.
Recently, it has been shown by Bemfica, Disconzi, Noronha and Kovtun (BDNK) [23–27] that one can

construct causal, stable, and locally well-posed first-order theories. As in the theories of Eckart and Lan-
dau and Lifshitz, BDNK is formulated with temperature, chemical potential, and flow velocity as the sole
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hydrodynamic degrees of freedom. More precisely, BDNK identified classes of hydrodynamic frames (i.e.
definitions for the temperature, chemical potential, and flow velocity) for which the equations of motion are
causal and locally well-posed in the fully nonlinear regime and for which perturbations of the hydrodynamic
fields around global equilibria in Minkowski spacetime are linearly stable. Derivations from kinetic theory
can be found in [23, 25, 28, 29], see also [30, 31]. In Ref. [32], a generalized second-order theory that unifies
MIS and BDNK was proposed and proven to be causal and stable in the linearized regime (under certain
conditions).
We note that the BDNK theory admits into the constitutive relations all symmetry-allowed terms propor-

tional to first-order derivatives of the hydrodynamic fields. This includes time derivatives even in the local
rest frame of the fluid, which are not present in the constitutive relations of standard first-order theories such
as the one from Landau and Lifshitz [7]. These additional time-derivative terms render the hydrodynamic
equations of motion second-order with respect to time, even in the rest frame of the fluid, rather than first-
order. This property leads to new gapped (i.e., nonhydrodynamic) modes that parametrize the behavior of
the fluid in the ultraviolet regime. The BDNK formalism uses these nonhydrodynamic modes as ultraviolet
regulators ensuring that the equations of motion are causal and stable even beyond the theory’s infrared
regime of applicability [23–27].
Although first-order BDNK hydrodynamics is known to be causal and stable in several specific classes

of hydrodynamic frames [23–27], the complete set of necessary and sufficient conditions for causality and
stability for the most general first-order theory has not yet been derived. In this paper, we derive such
necessary and sufficient conditions for generic hydrodynamic frames in which no simplifying relations are
imposed among the transport parameters. More precisely, the generic frames are those in which the prin-
cipal part of the equations of motion is composed of terms proportional to second-order derivatives of the
hydrodynamic fields. The inequalities we obtain carve out a 14-dimensional hypervolume in the space of
transport parameters in which each point corresponds to a causal and stable formulation. We find that the
values of just three combinations of transport parameters are needed to determine whether the theory is
causal. An additional nine combinations determine whether the theory is stable. We provide these results in
a form that can be immediately implemented in numerical simulations to check stability and causality given
a set of transport parameters and an equation of state. The causality conditions should also be sufficient to
establish local well-posedness in suitable Gevrey1 function spaces. However, the mathematical proof of such
a statement is very technical and beyond the scope of this work.
Moreover, there has been a growing interest in studying novel transport phenomena related to quantum

anomalies in recent years. Two such phenomena are the chiral magnetic effect [34, 35], which is explicitly
related to the axial anomaly, and the chiral vortical effect [36–43], whose microscopic origin can be under-
stood through various approaches [44–50]. While chiral (or anomalous) hydrodynamics [38–40, 51–53], the
hydrodynamic theory which incorporates the effect of quantum anomalies, has provided crucial understand-
ing of how these anomalies manifest at the macroscopic level in fluids, there remain fundamental issues that
must be considered when investigating the initial-value problem in such theories [54]. In particular, it was
shown that ideal chiral hydrodynamics is causal in the Landau frame, but it is ill-posed in the most general
frame as derived from kinetic theory [55–63], effective actions [64–67], and quantum statistical mechanics
[48]. This demonstrates that the choice of hydrodynamic frame is important for chiral hydrodynamics even
in the absence of dissipation [54].
To date, it is not yet known whether chiral hydrodynamics can be causal and stable. In fact, previous works

at first order [40] have problems with causality [54], while causality and stability analyses are still lacking for
second-order approaches [68]. In this paper, we fill in this gap by presenting a first-order theory of viscous
chiral hydrodynamics à la BDNK along with the necessary and sufficient conditions for this theory to be
causal and stable. We analyze two chiral theories: one in which the current is associated with an anomalous
axial U(1)A symmetry, and a combined case with both vector and axial-vector currents, i.e., U(1)V ×U(1)A.
As the classical U(1)A symmetry is exact only in the high-temperature or massless-fermion limits, such
theories are often employed to study fluids obeying exact conformal symmetry; our results pertain also to
the case where conformal symmetry is lifted.

1 A function is in the Gevrey class if all its derivatives obey certain bounds. For example, a one-dimensional function f(x) is

Gevrey of degree s if there exists a constant K such that
(∫∞

−∞ |fn(x)|2
)1/(1+n)

< K(1+n)s. When s = 1, this is the space

of analytic functions (see [33]).
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The rest of the paper is organized as follows. In Sec. II, we review the construction of first-order hydro-
dynamics and define the notation to be used in subsequent sections. In Sec. III, we derive the necessary
and sufficient conditions for nonlinear causality in a generic frame, and in Sec. IV we derive the necessary
and sufficient conditions for linear stability about all homogeneous equilibrium states. Finally, in Sec. V we
define first-order chiral hydrodynamics in the U(1)A and U(1)V × U(1)A cases and derive the causality and
stability conditions. A concise summary of our results can be found in the Conclusions (Sec. VI). Notation:
we use the mostly plus metric signature (− + + +), with Greek indices running from 0 to 3. We work in
natural units where ℏ = c = kB = 1.

II. REVIEW OF FIRST-ORDER HYDRODYNAMICS

We begin by considering relativistic fluids described by a symmetric energy-momentum tensor Tµν and
a conserved vector U(1)V current Jµ, e.g., baryon current. The hydrodynamic equations of motion are
provided by the conservation laws

∇µT
µν = 0 and ∇µJ

µ = 0, (1)

where ∇µ is the spacetime covariant derivative. To construct dissipative hydrodynamics in a derivative
expansion, one first assumes that the relevant degrees of freedom are the same as those describing thermal
equilibrium. These degrees of freedom, the hydrodynamic fields, can be taken as the fluid velocity uµ

(uµuµ = −1), the temperature T , and the chemical potential µ. One then expresses Tµν and Jµ as an
expansion in spacetime derivatives of these fields. In this way, Eqs. (1) produce a closed system of equations
for uµ, T , and µ. Note that we are considering the most general case in which the system can also be coupled
to dynamical gravity [23, 25, 27].
In BDNK first-order hydrodynamics [23–27], we truncate the derivative expansion of Tµν and Jµ at first

order and, following an effective field theory approach, we include all possible terms allowed by symmetries.
The BDNK constitutive relations read, in the notation of [24],

Tµν = Euµuν + P∆µν +Qµuν +Qνuµ + T µν , (2a)

Jµ = Nuµ + J µ, (2b)

where

E = ε+ ε1
DT

T
+ ε2∇λu

λ + ε3D(µ/T ), (3a)

P = P + π1
DT

T
+ π2∇λu

λ + π3D(µ/T ), (3b)

N = n+ ν1
DT

T
+ ν2∇λu

λ + ν3D(µ/T ), (3c)

Qµ = θ1
∇µ

⊥T

T
+ θ2Du

µ + θ3∇µ
⊥(µ/T ), (3d)

J µ = γ1
∇µ

⊥T

T
+ γ2Du

µ + γ3∇µ
⊥(µ/T ), (3e)

T µν = −2ησµν . (3f)

We have defined the derivative operators D = uµ∇µ and ∇µ
⊥ = ∆µν∇ν with ∆µν = gµν+uµuν and the shear

tensor σµν = ∆µναβ∇αuβ with ∆µναβ = (∆µα∆νβ +∆µβ∆να)/2 −∆µν∆αβ/3. The expansion coefficients
ε, P , n, η, εi, πi, νi, θi, and γi (i = 1, 2, 3) are functions of T and µ. We refer to shear viscosity η, εi, πi, νi,
θi, and γi (i = 1, 2, 3) as transport parameters. The familiar transport coefficients ζ (bulk viscosity) and σ
(charge conductivity) can be expressed in terms of these transport parameters as [24, 26]

ζ = −
[
π2 −

(
∂P

∂ε

)
n

ε2 −
(
∂P

∂n

)
ε

ν2

]
+

(
∂P

∂ε

)
n

[
π1 −

(
∂P

∂ε

)
n

ε1 −
(
∂P

∂n

)
ε

ν1

]
(4a)

+
1

T

(
∂P

∂n

)
ε

[
π3 −

(
∂P

∂ε

)
n

ε3 −
(
∂P

∂n

)
ε

ν3

]
,
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σ =
n

w

(
γ1 −

n

w
θ1

)
− 1

T

(
γ3 −

n

w
θ3

)
, (4b)

where we have introduced the notation w ≡ ε+ P .
Equations (2) and (3) can be equivalently rearranged as

Tµν = Tµν
0 +Hµνρσ∇ρ(uσ/T ) +Xµνρ∇ρ(µ/T ), (5a)

Jµ = Jµ
0 + Y µρσ∇ρ(uσ/T ) + Zµρ∇ρ(µ/T ), (5b)

where

Tµν
0 = εuµuν + P∆µν , (6a)

Jµ
0 = nuµ, (6b)

Hµνρσ = T

[
ε1u

µuνuρuσ + ε2u
µuν∆ρσ + π1u

ρuσ∆µν + θ1 (u
µuσ∆νρ + uνuσ∆µρ) (6c)

+ θ2 (u
µuρ∆νσ + uνuρ∆µσ) + π2∆

µν∆ρσ − 2η∆µνρσ

]
,

Y µρσ = T

[
ν1u

µuρuσ + ν2u
µ∆ρσ + γ1u

σ∆µρ + γ2u
ρ∆µσ

]
, (6d)

Xµνρ = ε3u
µuνuρ + π3u

ρ∆µν + θ3 (u
µ∆νρ + uν∆µρ) , (6e)

Zµρ = ν3u
µuρ + γ3∆

µρ. (6f)

Equations (6) are the most general combinations of the tensors at our disposal subject to the assumed
symmetry of the energy-momentum tensor, i.e., Hµνσρ = Hνµσρ and Xµνρ = Xνµρ. This way of organizing
the constitutive relations allows the equations of motion (1) to be expressed compactly (see Sec. III).
Beyond the demands of symmetries, additional constraints on the constitutive relations emerge from the

need to provide a consistent description of global equilibrium when external sources are present [65, 66].
Reference [65] obtained those consistency constraints in a specific class of hydrodynamic frames collectively
termed the thermodynamic frame. As will be reviewed in Sec. IIA, a hydrodynamic frame is a choice of
definitions for the fields uµ, T , and µ. The thermodynamic frame is defined by requiring the fields to take a
prescribed form in states of global thermal equilibrium. Namely, the fluid velocity is chosen to point along
a timelike Killing vector Kµ, i.e. uµ = Kµ/

√
−K2, in equilibrium; the temperature satisfies T = T0/

√
−K2

in equilibrium, where T0 is a constant that fixes the units of temperature; and the ratio µ/T is constant
in equilibrium [69]. Equivalently, the thermodynamic frame can be defined by requiring the hydrodynamic
fields uµ, T , and µ to satisfy the following Killing conditions in global equilibrium:

∇µ(uν/T ) +∇ν(uµ/T ) = 0, (7a)

∇α(µ/T ) = 0. (7b)

We emphasize that identifying global equilibrium states with solutions of Eq. (7) constitutes an implicit
definition of the thermodynamic frame. The thermodynamic frame is also known as the natural frame [70],
the thermometer/Jüttner frame [71], and the beta frame [72]. We defer to these works for more detailed
discussions and definitions via kinetic theory and quantum statistical mechanics.
The methods of Ref. [65] lead to the following equality-type constraints in the thermodynamic frame

[24]. First, the zeroth-order coefficients must be related by the standard thermodynamic identities ε+ P =
T (∂P/∂T )µ + µ(∂P/∂µ)T and n = (∂P/∂µ)T . That is, ε, P , and n are interpreted in the usual way
as the equilibrium energy density, pressure, and charge density, respectively. Furthermore, the first-order
coefficients must obey Hµνρσ = Hµνσρ, or equivalently θ1 = θ2 and γ1 = γ2.
The equilibrium thermodynamic quantities are assumed to describe stable matter with a unique equilib-

rium state, so the Hessian matrix of the equilibrium entropy density s = (∂P/∂T )µ with respect to any two
independent thermodynamic variables is negative-definite (e.g., [73]). This is equivalent to the conditions

0 <

(
∂2s

∂ε2

)
n

= − 1

T 2cV
, (8a)
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0 <

(
∂2s

∂ε

)
n

(
∂2s

∂n

)
ε

−
[
∂

∂ε

∣∣∣∣
n

(
∂s

∂n

)
ε

]2
=

1

T 2cV

(
∂(µ/T )

∂n

)
ε

−
(
∂(µ/T )

∂ε

)2

n

, (8b)

where cV = T (∂s/∂T )n is the volumetric heat capacity. Equations (8) contain the well-known conditions
for thermal and diffusive stability, respectively cV > 0 and (∂(µ/T )/∂n)ε > 0.
Another set of constraints on the constitutive relations arises from the second law of thermodynamics.

From the canonical entropy current TSµ = Puµ−uνTµν−µJµ, one can compute the entropy production rate
∇µS

µ on-shell using the equations of motion (1) and constitutive relations (2) and (3). Provided η, ζ, σ ≥ 0,
the entropy production can be shown to be non-negative within the regime of validity of first-order theory
[24]. That is, ∇µS

µ = R + O(∇3), where R ≥ 0 is second-order in derivatives using the solutions of the
equations of motion. Therefore, the second law of thermodynamics holds for BDNK theory only within its
regime of validity (i.e., when the constitutive relations are defined to first-order in derivatives). This situation
is not uncommon in hydrodynamic theories constructed using systematic power-counting arguments; it also
happens, for example, in DNMR theory [74]. Although it is in principle possible to demand ∇µS

µ ≥ 0 even
beyond the regime of validity of the theory, such a requirement goes beyond the regime of applicability of
the first-order effective theory, resulting in a more restrictive set of constraints that excludes causality and
stability, as pointed out in Refs. [23–27].

A. Hydrodynamic frames

We provide here a brief review of hydrodynamic frames. The fields uµ, T , and µ are auxiliary variables
that parametrize the evolution of the fluid, but they do not have unambiguous first-principles definitions out
of equilibrium [16, 75, 76]. Therefore, one is free to perform field redefinitions valid at first order, provided
the new fields coincide with the old ones when restricted to homogeneous equilibrium states. In the context
of a derivative expansion truncated to first order, the most general redefinition one needs to consider is [24]

uα → u′α = uα + ru1
∇α

⊥T

T
+ ru2Du

α + ru3∇α
⊥(µ/T ), (9a)

T → T ′ = T + rT1
DT

T
+ rT2∇λu

λ + rT3D(µ/T ), (9b)

µ→ µ′ = µ+ rµ1
DT

T
+ rµ2∇λu

λ + rµ3D(µ/T ), (9c)

where rui, rTi and rµi are arbitrary functions of T and µ. When Eqs. (9) are inserted into Eqs. (5) and
(6) and the latter are truncated to first order in derivatives, the resulting constitutive relations are formally
identical in the primed variables but with new coefficients given by

ε′i = εi −
(
∂ε

∂T

)
µ

rTi −
(
∂ε

∂µ

)
T

rµi, (10a)

π′
i = πi −

(
∂P

∂T

)
µ

rTi −
(
∂P

∂µ

)
T

rµi, (10b)

ν′i = νi −
(
∂n

∂T

)
µ

rTi −
(
∂n

∂µ

)
T

rµi, (10c)

θ′i = θi − wrui, (10d)

γ′i = γi − nrui, (10e)

η′ = η, (10f)

where i = 1, 2, 3. We continue to use the notation w = ε+ P throughout the paper.
A given definition of uµ, T , and µ is known as a hydrodynamic frame, and Eqs. (9) and (10) describe the

frame transformations of first-order hydrodynamics. There is a wide variety of frames to choose from, each
seemingly equally legitimate. However, the equations of motion following from Eqs. (1) can have qualitatively
different causality and stability properties in different hydrodynamic frames, especially when Eqs. (10) are
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used to set one or more of the transport parameters to zero. The subset of hydrodynamic frames in which the
theory is causal and stable defines physically acceptable theories that are suitable for numerical simulation.
Furthermore, it is important to note that the transport parameters cannot all be changed to arbitrary

values by frame transformations, as reflected by the existence of seven frame-invariant quantities2:

fi = πi − εi(∂P/∂ε)n − νi(∂P/∂n)ε, (11a)

ℓi = γi − nθi/w, (11b)

and η itself [24]. For example, by appropriately choosing ru3, rT3, and rµ3, one can set ε′3 = π′
3 = θ′3 = 0,

but then ν′3 and γ′3 are fixed in terms of the frame invariants, namely ν′3 = −f3/(∂P/∂n)ε and γ′3 = ℓ3.
In particular, it is possible to obtain a theory in which derivatives of µ/T are absent from the constitutive
relations only if the frame invariants f3 and ℓ3 already vanish, either by an act of fine-tuning or by way of
some additional constraints not already incorporated into the effective theory. If a desired set of transport
parameter values is overconstrained in this way, as is the set ε3 = π3 = ν3 = θ3 = γ3 = 0, then this set of
values is inaccessible by frame transformations.
Finally, although the thermodynamic consistency constraints described above, namely θ1 = θ2 and γ1 = γ2,

were derived within the thermodynamic frame, they imply the frame-invariant constraint ℓ1 = ℓ2. The
thermodynamic frame is actually a wide class of frames; indeed, any frame transformation (9) satisfying
ru1 = ru2 preserves the Killing conditions (7) that define the thermodynamic frame. On the other hand, if
one is willing to part with the identification between global equilibrium states and solutions of the Killing
conditions, then one can permit frame transformations with ru1 ̸= ru2. After such a transformation, one
lands in a nonthermodynamic frame in which θ′1 ̸= θ′2 and γ′1 ̸= γ′2, but the content of the consistency
constraints lives on in the invariant statement ℓ1 = ℓ2.

B. Change of variables

Following [27], we preemptively change variables from T and µ to ε and n, as doing so will simplify the
analysis of stability (see Sec. IV). Equations (3) become3

E = ε+ ε̃1Dε+ ε2∇λu
λ + ε̃3Dn, (12a)

P = P + π̃1Dε+ π2∇λu
λ + π̃3Dn, (12b)

N = n+ ν̃1Dε+ ν2∇λu
λ + ν̃3Dn, (12c)

Qµ = θ̃1∇µ
⊥ε+ θ2Du

µ + θ̃3∇µ
⊥n, (12d)

J µ = γ̃1∇µ
⊥ε+ γ2Du

µ + γ̃3∇µ
⊥n, (12e)

while T µν is still given as in Eq. (3f). The new transport parameters in Eq. (12) are given in terms of the
old ones by

ψ̃1 =
ψ1

w

(
∂P

∂ε

)
n

+

(
ψ3 − ψ1

nT

w

)(
∂(µ/T )

∂ε

)
n

, (13a)

ψ̃3 =
ψ1

w

(
∂P

∂n

)
ε

+

(
ψ3 − ψ1

nT

w

)(
∂(µ/T )

∂n

)
ε

, (13b)

for every ψ̃i ∈ {ε̃i, π̃i, θ̃i, ν̃i, γ̃i} (i = 1, 3), and an analogous notation applies for ψi. The thermodynamic

consistency constraint θ1 = θ2, described above, now becomes an equality relating the parameters θ̃1, θ2
and θ̃3; similarly, the constraint γ1 = γ2 relates γ̃1, γ2 and γ̃3. For simplicity of notation, and to leave open

2 The bulk viscosity and charge conductivity in Eqs. (4) are frame invariant and can be expressed in terms of fi and ℓi.
3 We emphasize that Eqs. (12) are obtained from Eqs. (3) via an exact change of variables from T = T (ε, n) to µ = µ(ε, n)
to ε and n using standard thermodynamic relations. Equations (13) show how this change of variables affects the transport
coefficients and are exact.
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the possibility of transforming to a nonthermodynamic frame, nowhere in the rest of the paper will we solve
these constraints to eliminate any of the transport parameters.
The alternative organization of the constitutive relations in Eqs. (5) becomes

Tµν = Tµν
0 + H̃µνρσ∇ρuσ + X̃µνρ

1 ∇ρε+ X̃µνρ
3 ∇ρn, (14a)

Jµ = Jµ
0 + Ỹ µρσ∇ρuσ + Z̃µρ

1 ∇ρε+ Z̃µρ
3 ∇ρn, (14b)

where

H̃µνρσ = ε2u
µuν∆ρσ + θ2 (u

µuρ∆νσ + uνuρ∆µσ) + π2∆
µν∆ρσ − 2η∆µνσρ, (15a)

Ỹ µρσ = ν2u
µ∆ρσ + γ2u

ρ∆µσ, (15b)

X̃µνρ
1 = ε̃1u

µuνuρ + π̃1u
ρ∆µν + θ̃1(u

µ∆νρ + uν∆µρ), (15c)

X̃µνρ
3 = ε̃3u

µuνuρ + π̃3u
ρ∆µν + θ̃3(u

µ∆νρ + uν∆µρ), (15d)

Z̃µρ
1 = ν̃1u

µuρ + γ̃1∆
µρ, (15e)

Z̃µρ
3 = ν̃3u

µuρ + γ̃3∆
µρ, (15f)

and Tµν
0 and Jµ

0 remain as in Eqs. (6a) and (6b).

III. CAUSALITY

We now derive the set of necessary and sufficient conditions under which the general BDNK hydrodynamic
equations are causal in the fully nonlinear regime. The results we obtain are a set of inequalities constraining
the transport parameters. The analysis is based on standard techniques from the theory of partial differential
equations (PDEs) [13, 77].
The equations of motion for uµ, ε, and n are obtained by inserting the constitutive relations (14) and (15)

into the conservation laws (1). We must be mindful of the constraint uµuµ = −1, which can be implemented
in several equivalent ways. One way is to decompose ∇µT

µν = 0 into two equations, ∆α
ν∇µT

µν = 0 and
uν∇µT

µν = 0. Here, instead, following Ref. [25], it is more convenient to leave ∇µT
µν = 0 alone and to

apply the operator uλ∇λ twice to the constraint equation uµuµ = −1, yielding

uµuρuσ∇µ∇ρuσ + uρ[∇ρ(u
σuµ)]∇µuσ = 0 (16)

as an additional equation of motion. We thus obtain a system of quasilinear PDEs for Ψ = (uσ, ε, n),

[Aµρ]IJ∇µ∇ρΨJ + [Bµρ]IJK(∇µΨJ)(∇ρΨK) + [Cµ]IJ∇µΨJ = 0, (17)

where the indices I, J and K run from 0 to 5 and the coefficient matrices are given by

[Aµρ]IJ =


H̃µνρσ X̃µνρ

1 X̃µνρ
3

uµuρuσ 0 0

Ỹ µρσ Z̃µρ
1 Z̃µρ

3

 , (18a)

[Cµ]IJ =


w(gµσuν + gνσuµ) uµuν +∆µν

(
∂P
∂ε

)
n

∆µν
(
∂P
∂n

)
ε

0 0 0

ngµσ 0 uµ

 . (18b)

The [Bµρ]IJK depend on Ψ but not its derivatives; their explicit form will not be important for the rest of
the paper. As mentioned earlier, gravity can be coupled to the fluid by inserting Eq. (14a) into Einstein’s
equations. As shown in Refs. [23, 25, 27], the causality conditions derived in this section remain the same
whether gµν is dynamically coupled to the fluid or treated as an external source. The reason is that, upon
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including Einstein’s equations, the characteristic determinant to be discussed below would factorize into two
pieces, one corresponding to the metrical degrees of freedom and one corresponding to the hydrodynamic
fields.
Equations (17) are causal if, and only if, their characteristics, the hypersurfaces along which initial data

are propagated, are everywhere nonspacelike [13, 77]. The characteristics are determined by the principal
part of Eq. (17), i.e., the terms containing the highest-order derivatives of each unknown (the highest order
can be different for different unknowns). As mentioned in the Introduction, in this paper we treat the
hydrodynamic frames in which the transport parameters have generic values and are not subject to finely
tuned relations. We, therefore, call this the “generic case” and speak of “generic hydrodynamic frames.”
Then, the principal part is exactly [Aµρ]IJ∇µ∇ρΨJ (see Sec. III A for further discussion and examples of
nongeneric cases).
The system is causal if, and only if, the normal vectors to the characteristics, φµ, which are obtained in

generic frames as the solutions of the characteristic equation

det[Aµρφµφρ] = 0, (19)

all satisfy

φµ is real and φµφµ ≥ 0. (20)

Upon inserting (18a), we obtain the characteristic determinant

det[Aµρφµφρ] = −b2
(
θ2b

2 − ηv2
)2
q(b2, v2) (21)

with

q(b2, v2) = λ0b
6 − λ1b

4v2 + λ2b
2v4 − λ3v

6, (22)

where b = uµφµ, v
µ = ∆µνφν , and

λ0 = θ2{ε̃, ν̃}, (23a)

λ1 =

(
4

3
η − π2

)
{ε̃, ν̃} − (ε2 + θ2){ν̃, π̃ + θ̃}+ (ν2 + γ2){ε̃, π̃ + θ̃}+ θ2({γ̃, ε̃}+ {ν̃, θ̃}), (23b)

λ2 =

(
4

3
η − π2

)
({ν̃, θ̃}+ {γ̃, ε̃}) + (ε2 + θ2){γ̃, π̃ + θ̃}+ (ν2 + γ2){π̃, θ̃}+ θ2{θ̃, γ̃}, (23c)

λ3 =

(
4

3
η − π2

)
{θ̃, γ̃}. (23d)

Here we have introduced a compact notation {ψ̃, χ̃} = ψ̃1χ̃3 − ψ̃3χ̃1, where ψ̃i and χ̃i can be any of the

transport parameters (13), e.g., {ε̃, ν̃} = ε̃1ν̃3 − ε̃3ν̃1 and {ν̃, π̃ + θ̃} = ν̃1(π̃3 + θ̃3)− ν̃3(π̃1 + θ̃1).
For the system to be causal, λ0 cannot vanish. If it did, then Eq. (22) would have an overall factor of

v2, so Eq. (19) would have solutions with vµ = 0 and b ̸= 0 and the conditions (20) could not be satisfied.
Assuming λ0 ̸= 0, Eq. (21) can be factorized as

det[Aµρφµφρ] = −θ 2
2 λ0b

2

(
b2 − η

θ2
v2
)2 3∏

i=1

(b2 − c 2
i v

2), (24)

where c 2
1 , c

2
2 and c 2

3 are the roots of the polynomial

λ0x
3 − λ1x

2 + λ2x− λ3. (25)

The quantities η/θ2, c
2
1 , c

2
2 , and c

2
3 are the squares of the so-called characteristic speeds at which information

propagates.4 The conditions (20) for causality are equivalent to the condition that the squared characteristic

4 To understand this statement in the context of a simple example, take the wave equation uµuν∇µ∇νψ − c2∆µν∇µ∇νψ = 0
for a scalar function ψ. Its characteristic equation reads b2 − c2v2 = 0. The solutions φµ of the characteristic equation
therefore have φµφµ = −b2 + v2 = (1− c2)v2, and the causality conditions (20) become 0 ≤ c2 ≤ 1.



9

speeds all lie within the interval [0, 1]. By evaluating the latter, we find that the theory is causal in a generic
frame if, and only if, all of the conditions5

θ2 ̸= 0, (26a)

{ε̃, ν̃} ≠ 0, (26b)

0 ≤ η/θ2 ≤ 1, (26c)

0 ≤ λ1 ≤ 3λ0, (26d)

λ2 ≥ max{0,−3λ0 + 2λ1}, (26e)

0 ≤ λ3 ≤ λ0 − λ1 + λ2, (26f)

λ
2

2 λ
2

1 − 4λ0λ
3

2 − 4λ
3

1 λ3 − 27λ
2

0 λ
2

3 + 18λ0λ1λ2λ3 ≥ 0 (26g)

are simultaneously satisfied, where we have defined dimensionless quantities λi = (T 3/w)λi (i = 0, 1, 2, 3).
These conditions are visualized in Fig. 1. Note that conditions (26a) and (26b) are a restatement of the
requirement λ0 ̸= 0, and they imply, for example, that the Landau frame, which is defined by setting to zero
the parameters ε̃1, ε2, ε̃3, ν̃1, ν2, ν̃3, θ̃1, θ2, θ̃3 and having at least one of γ̃1, γ2, γ̃3 nonzero, cannot be causal
[78–80]. In particular, Eq. (26b) requires at least one of ε̃1 or ν̃1 to be nonzero. Therefore, as mentioned in
the Introduction, the constitutive relations of first-order BDNK theory also contain time derivatives in the
local rest frame of the fluid [see Eq. (12)].
Given specific choices for the transport parameters as functions of ε and n, the conditions (26) can be

checked throughout a domain of values ε, n ∈ U ⊂ R2 prior to hydrodynamic simulation. If they are met,
then any solution of the equations of motion (17) for which ε(x) and n(x) lie within U at every spacetime
event x is guaranteed to obey causality.
It should be possible to show that the conditions (26) imply local well-posedness in suitable Gevrey spaces,

using the results of Ref. [81]. However, proving such a result goes beyond the scope of this paper (for details,
we refer the reader to Appendix A of Ref. [81] and the recent review [82]). Therefore, we leave detailed
statements concerning the well-posedness of solutions to future work.
Let us now consider two classes of frames in which the full causality conditions are simpler. The first is

defined by ε̃3 = π̃3 = θ̃3 = 0. The second is defined by γ̃1 = γ2 = γ̃3 = ν̃1 = ν2 = 0 (with ν̃3 ̸= 0; see
Sec. III A). In both classes of frames, the principal part [Aµρφµφρ]

IJ becomes block triangular in I and J
(lower triangular in the first class and upper triangular in the second). Therefore, both have exactly the
same characteristic determinant,

det[Aµρφµφρ] = −θ 2
2 ν̃3b

2

(
b2 − η

θ2
v2
)2 (

b2 +
γ̃3
ν̃3
v2
)
(Λ0b

4 − Λ1b
2v2 + Λ2v

4), (27a)

where

Λ0 = ε̃1θ2, (28a)

Λ1 =

(
4

3
η − π2

)
ε̃1 + π̃1(ε2 + θ2) + ε2θ̃1, (28b)

Λ2 = −
(
4

3
η − π2

)
θ̃1. (28c)

From condition (20), causality holds if, and only if, all of the conditions

ν̃3 ̸= 0, (29a)

0 ≤ −γ̃3/ν̃3 ≤ 1, (29b)

θ2 ̸= 0, (29c)

5 To write these conditions in a simple way, we have used λ0 > 0, which will arise in the next section as a necessary condition
for stability. We also assume throughout the paper that the equation of state is such that T > 0 and w > 0.
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3
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0

1
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0
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FIG. 1. The shaded region in the upper-left panel is the intersection of the causality conditions (26d)-(26g), and the
other panels are its projections onto the three coordinate planes. As described in the text, the causal hydrodynamic
frames are those for which 0 ≤ η/θ2 ≤ 1 is satisfied and λi/λ0 (i = 1, 2, 3) lie within the shaded region in the
upper-left panel.

ε̃1 ̸= 0, (29d)

0 ≤ η/θ2 ≤ 1, (29e)

0 ≤ Λ1 ≤ Λ0 + Λ2, (29f)

0 ≤ Λ2 ≤ Λ0, (29g)

Λ
2

1 ≥ 4Λ2Λ0 (29h)

are simultaneously satisfied, where Λi = (T 2/w)Λi (i = 0, 1, 2). The first class of frames, where ε̃3 = π̃3 =

θ̃3 = 0, is closely analogous to the class ε3 = π3 = θ3 = 0 already studied in detail by Ref. [26], because
the determinant factorizes in the same way. Indeed, their causality conditions in these frames are formally
identical to (29).
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A. Comment on linear vs. nonlinear causality

We have treated the generic case in which [Aµρ]IJ∇µ∇ρΨJ defines the principal part of (17). Equivalently,
this is the case in which det[Aµρφµφρ] does not vanish identically (for all values of uµ, ε, n, and φµ). In this
case, it can be shown that the causality conditions (26), which were derived from the full nonlinear equations
of motion (17), are exactly the same as the causality conditions for the linearization of the equations of
motion [see Eq. (31)], as was observed by Ref. [26].
A nontrivial example falling outside the generic case occurs when

ψ̃1

ψ̃3

=

(
∂P
∂ε

)
n
− nT

(
∂(µ/T )

∂ε

)
n(

∂P
∂n

)
ε
− nT

(
∂(µ/T )

∂n

)
ε

(30)

for every ψ̃i ∈ {ε̃i, π̃i, θ̃i, ν̃i, γ̃i} (i = 1, 3), since it can be directly verified that det[Aµρφµφρ] = 0 identically.
The reason this is outside our scope is more directly seen by returning to T and µ as the independent
variables. By inverting Eqs. (13) with Eqs. (30) inserted, we find ε3 = π3 = ν3 = θ3 = γ3 = 0, so there
are no second-order derivatives of µ/T appearing in the equations of motion. Consequently, the principal
part contains, in addition to [Aµρ]IJ∇µ∇ρΨJ , some terms from [Bµρ]IJK(∇µΨJ)(∇ρΨK), and (19) must
be modified accordingly. However, these additional terms drop out when taking the linearization of (17),
so this provides an example of a first-order hydrodynamic theory whose nonlinear causality conditions do
not coincide with those of its linearization. It is interesting to note that Ref. [83] has realized this example
from a microscopic theory of weakly self-interacting classical ultrarelativistic scalar particles. From the
effective field theory perspective outlined in Sec. II A, we note that this example is not accessible by frame
transformations.
Another example which is outside our scope is ν̃1 = ν2 = ν̃3 = γ̃1 = γ2 = γ̃3 = 0. In this class of frames,

the bottom row of (18a) vanishes, so det[Aµρφµφρ] vanishes identically. The charge conservation equation
(Eq. (17) with I = 5) then contains only first-order derivatives of the hydrodynamic fields and plays the role
of a constraint equation. These frames have already been analyzed in detail by Ref. [27].

IV. LINEAR STABILITY

In this section, we obtain the necessary and sufficient conditions for the linear stability of Eqs. (17) by
considering the fate of small perturbations around a nonrotating state of global equilibrium in Minkowski
spacetime. Such a state is characterized by constant uµ, ε, and n, and we write perturbations around this
background state as uµ → uµ + δuµ (with uµδuµ = 0), ε → ε + δε, and n → n + δn. The perturbations
δΨ = (δuσ, δε, δn) evolve according to the linearization of Eqs. (17), which is

[Aµρ]IJ∇µ∇ρδΨJ + [Cµ]IJ∇µδΨJ = 0. (31)

Inserting the Fourier transform δΨJ(t,x) =
∫
d4k/(2π)4 exp [T (Γt+ ik · x)] δΨJ(Γ,k), where T is the con-

stant background temperature and kµ = (iΓ,k) is dimensionless, Eqs. (31) become(
T [Aµρ]IJkµkρ − i[Cµ]IJkµ

)
δΨJ(Γ,k) = 0, (32)

and the dispersion relations Γ(k) = Re[Γ(k)] + i Im[Γ(k)] are the solutions of the corresponding secular
equation

det[TAµρkµkρ − iCµkµ] = 0. (33)

The theory is said to be modally linearly stable when, for any constants uµ, ε, and n, all of the dispersion
relations satisfy

Re[Γ(k)] ≤ 0 (34)
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for all k ∈ R3. Despite the Lorentz-covariant form of (31), stability for one value of uµ does not automatically
imply stability for all other values of uµ. However, it was recently proven that if the theory is causal, this
is indeed the case [27, 84] (for more recent developments on the connection between stability and causality,
see e.g. Refs. [85–87]). Furthermore, causality is necessary for the stability of a dissipative theory [84].
Therefore, it is necessary and sufficient to impose the causality conditions (26) and only check stability for
a given choice of the background uµ, which we take to be uµ = (1,0) for convenience. Equation (33) splits
into shear and sound channels, given, respectively, by

Tθ2Γ
2 + wΓ + Tη|k|2 = 0, (35a)

a0Γ
6 + a1Γ

5 + a2Γ
4 + a3Γ

3 + a4Γ
2 + a5Γ + a6 = 0. (35b)

The coefficients ai = ai(k) appearing in the sound polynomial (35b) read

a0 = λ0, (36a)

a1 = A, (36b)

a2 = B + λ1|k|2, (36c)

a3 = 1 + C|k|2, (36d)

a4 = D|k|2 + λ2|k|4, (36e)

a5 = c2s|k|2 + E|k|4, (36f)

a6 = F |k|4 + λ3|k|6, (36g)

where we have denoted by cs the speed of sound given by

c2s =

(
∂P

∂ε

)
n

+
n

w

(
∂P

∂n

)
ε

. (37)

The coefficients λi are the same as those appearing in Sec. III, and we have defined the dimensionless
quantities A = (T 2/w)A, B = (T/w)B, C = (T 2/w)C, D = (T/w)D, E = (T 2/w)E and F = (T/w)F , with

A = w{ε̃, ν̃}+ θ2(ε̃1 + ν̃3), (38a)

B = θ2 + w(ε̃1 + ν̃3), (38b)

C =

(
4

3
η − π2

)
(ε̃1 + ν̃3) + (ε2 + θ2)(π̃1 + θ̃1 − ⟨ν̃⟩) + (ν2 + γ2)(π̃3 + θ̃3 + ⟨ε̃⟩) (38c)

+ w({π̃, ν̃}+ {γ̃, ε̃}) + n{ε̃, π̃ + θ̃} − θ2(θ̃1 + γ̃3),

D =
4

3
η − π2 + w(π̃1 − γ̃3 − ⟨ν̃⟩) + n(π̃3 + θ̃3 + ⟨ε̃⟩) +

(
∂P

∂ε

)
n

(ε2 + θ2) +

(
∂P

∂n

)
ε

(ν2 + γ2), (38d)

E = −
(
4

3
η − π2

)
(θ̃1 + γ̃3) + w{γ̃, π̃}+ n{π̃, θ̃}+ (ε2 + θ2)⟨γ̃⟩ − (ν2 + γ2)⟨θ̃⟩, (38e)

F = w⟨γ̃⟩ − n⟨θ̃⟩. (38f)

Here, we have introduced another shorthand notation

⟨ξ̃⟩ = ξ̃1

(
∂P

∂n

)
ε

− ξ̃3

(
∂P

∂ε

)
n

. (39)

In the shear channel (35a), the dispersion relations can be calculated analytically. We find

Γ±(k) = − w

2Tθ2

(
1±

√
1− 4T 2ηθ2|k|2/w2

)
. (40)
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Then, by inspection of Eq. (40), one can see that the stability condition (34) in the shear channel is equivalent
to θ2 ≥ 0 and η ≥ 0.

The conditions for stability in the sound channel are considerably more involved. A necessary and sufficient
set of conditions for modal stability is provided by the Routh-Hurwitz criterion. The Routh-Hurwitz criterion
[88] states that (34) holds for all sound channel dispersion relations if, and only if,6

a0, a1, a6,∆1,∆2,∆3,∆4 ≥ 0 (41)

for all k ∈ R3, where

∆1 = a1a2 − a0a3, (42a)

∆2 = a3∆1 − a1(a1a4 − a0a5), (42b)

∆3 = a4∆2 + (a1a6 − a2a5)∆1 + a0a5(a1a4 − a0a5), (42c)

∆4 = a5∆3 − a6a3∆2 + a1a5a6∆1 − a31a
2
6. (42d)

Inserting Eqs. (36) into Eqs. (42) gives

∆1 = ∆(1,0) +∆(1,2)|k|2, (43a)

∆2 = ∆(2,0) +∆(2,2)|k|2 +∆(2,4)|k|4, (43b)

∆3 = ∆(3,2)|k|2 +∆(3,4)|k|4 +∆(3,6)|k|6 +∆(3,8)|k|8, (43c)

∆4 = ∆(4,4)|k|4 +∆(4,6)|k|6 +∆(4,8)|k|8 +∆(4,10)|k|10 +∆(4,12)|k|12, (43d)

where full expressions for the ∆(i,j) are given in Eqs. (A1). Then the conditions (41) can be translated into
an equivalent set of k-independent conditions. For example, in view of Eq. (43a), the condition ∆1(k) ≥ 0
for all k is equivalent to ∆(1,0) ≥ 0 and ∆(1,2) ≥ 0. To make an analogous statement for the condition
∆2(k) ≥ 0, we define the set

S2 = {(a, b, c) ∈ R3|a ≥ 0, c ≥ 0, b ≥ −2
√
ac}. (44)

As is easily verified, ∆2(k) ≥ 0 for all k ∈ R3 if, and only if, (∆(2,4),∆(2,2),∆(2,0)) ∈ S2. Similarly, we define

S3 to be the set of (a, b, c, d) ∈ R4 satisfying one of the four alternatives

• a ≥ 0 and b ≥ 0 and c ≥ 0 and d ≥ 0, (45a)

• a > 0 and d > 0 and Disc3(a, b, c, d) ≤ 0, (45b)

• a = 0 and (b, c, d) ∈ S2, (45c)

• d = 0 and (a, b, c) ∈ S2, (45d)

where the function Disc3(a, b, c, d) = 18abcd + b2c2 − 4ac3 − 4db3 − 27a2d2 is the discriminant of a cubic
polynomial ax3 + bx2 + cx + d. Finally, following [89], we define S4 to be the set of (a, b, c, d, e) ∈ R5 for
which one of the following five (mutually exclusive) alternatives holds:

• a > 0 and e > 0 and χ2 < −2 and L ≤ 0 and χ1 + χ3 > 0, (46a)

• a > 0 and e > 0 and − 2 ≤ χ2 ≤ 6 and


L ≤ 0 and χ1 + χ3 > 0

or

L ≥ 0 and K1 ≤ 0

 , (46b)

6 There is a relatively minor exception to the “only if” part of this statement. That is, there are edge cases in which the Routh-
Hurwitz conditions (41) are violated but the theory is still stable. In all such cases, the theory is only marginally stable, i.e., at
least one mode does not dissipate (Re[Γ] = 0). More importantly, while Eqs. (26) and (41) define a hypervolume in the space
of transport parameters, these edge cases occupy a set of measure zero (a union of hypersurfaces of various co-dimensions
in the space of transport parameters). Therefore, achieving these edge cases would require the transport parameters to be
finely tuned, with any small deviation rendering the theory unstable. To understand this in the context of a simple example,
suppose (35b) were instead the quadratic aΓ2 + bΓ + c = 0. The Routh-Hurwitz conditions replacing (41) would be a ≥ 0,

b ≥ 0 and c ≥ 0 [88]. However, it is easy to verify that if b = 0, a ≤ 0, and c ≤ 0, then the roots Γ = ±i
√

|c|/|a| are still
stable. (This situation does not arise in the shear channel because of the assumption w > 0.)
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• a > 0 and e > 0 and χ2 > 6 and



L ≤ 0 and χ1 + χ3 > 0

or

χ1 > 0 and χ3 > 0

or

L ≥ 0 and K2 ≤ 0


, (46c)

• a = 0 and (b, c, d, e) ∈ S3, (46d)

• e = 0 and (a, b, c, d) ∈ S3, (46e)

where

χ1 = ba−3/4e−1/4, χ2 = ca−1/2e−1/2, χ3 = da−1/4e−3/4,

L =
(
χ 2
2 − 3χ1χ3 + 12

)3 − (
72χ2 + 9χ1χ2χ3 − 2χ 3

2 − 27χ 2
1 − 27χ 2

3

)2
, (47)

K1 = (χ1 − χ3)
2 − 16(χ1 + χ2 + χ3 + 2), K2 = (χ1 − χ3)

2 − 4(χ2 + 2)√
χ2 − 2

(χ1 + χ3 + 4
√
χ2 − 2).

We can now state the full result. In a generic frame, the hydrodynamic equations (17) are linearly modally
stable if, and only if, the causality conditions (26) are satisfied and all of the following conditions hold:

θ2 > 0 and η ≥ 0, (48a)

λ0 > 0 and A ≥ 0 and F ≥ 0 and λ3 ≥ 0, (48b)

∆(1,0) ≥ 0 and ∆(1,2) ≥ 0, (48c)

(∆(2,4),∆(2,2),∆(2,0)) ∈ S2, (48d)

(∆(3,8),∆(3,6),∆(3,4),∆(3,2)) ∈ S3, (48e)

(∆(4,12),∆(4,10),∆(4,8),∆(4,6),∆(4,4)) ∈ S4. (48f)

Contained within this statement is the fact that causality conditions are necessary conditions for stability.
As mentioned above, the conditions (48a) correspond to stability in the shear channel, while the conditions

(48c) correspond to the non-negativity of Eq. (43a). Conditions (48b) correspond to non-negativity of
Eqs. (36a), (36b) and (36g). Conditions (48d), (48e) and (48f) correspond to non-negativity of Eqs. (43b),
(43c) and (43d), respectively, thus completing Eq. (41). We have verified that these conditions are nonempty
by finding an explicit causal and stable example using the gamma-law equation of state (the equation of
state of a relativistic ideal gas [2]). Further study is needed along the lines of Ref. [90] to develop systematic
methods for constructing causal and stable hydrodynamic frames given an equation of state.
In some circumstances, it may be useful to have at hand a simpler set of sufficient (but not necessary) or

necessary (but not sufficient) conditions for stability. If the causality conditions (26) are satisfied, then

λ0 > 0 and A ≥ 0 and F ≥ 0 and λ3 ≥ 0 and ∆(i,j) ≥ 0, (49)

for every ∆(i,j) appearing in Eqs. (43), are sufficient but not necessary for stability. These conditions are
the simplest way to guarantee (41), as they impose non-negativity of all the coefficients in the expansions of
a0, a1, a6, ∆1, ∆2, ∆3 and ∆4 in powers of |k|2. The conditions

A,B,C,D,E, F , c2s ≥ 0 and λ0 > 0 and λi ≥ 0 (50)

for i = 1, 2, 3, together with the causality conditions, are necessary but not sufficient for stability. They arise
from the fact that all the ai(k) must have the same sign in order for Eq. (34) to hold for all solutions of
(35b).

Finally, consider again the special class of frames defined by ε̃3 = π̃3 = θ̃3 = 0, as discussed in Sec. III. If
we assume that the equation of state satisfies (∂P/∂n)ε = 0 (as, e.g., in a conformal fluid7), then the sound

7 Full conformal symmetry would impose further constraints on the constitutive relations, namely εi = 3πi (i = 1, 2, 3),
π1 = 3π2, and ν1 = 3ν2. See e.g. Appendix B of [24].
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polynomial (35b) factorizes further in these frames. The necessary and sufficient conditions for stability are
therefore much simpler; the theory is stable if, and only if, Eqs. (29) hold and

ν̃3 > 0 and γ̃3 ≤ 0, (51a)

θ2 > 0 and η ≥ 0, (51b)

Λ0 > 0 and B ≥ 0 and

(
∂P

∂ε

)
n

≥ 0 and Λ2 ≥ 0, (51c)

B Λ1 −DΛ0 ≥ 0 and D −B

(
∂P

∂ε

)
n

≥ 0, (51d)

D
2
Λ0 −BDΛ1 +B

2
Λ2 ≤ 0, (51e)

where Λi = (T 2/w)Λi with the Λi defined in Eqs. (28). The quantities B = (T/w)B and D = (T/w)D

are obtained from Eqs. (38b) and (38d) by setting ε̃3 = π̃3 = θ̃3 = (∂P/∂n)ε = 0, which we write here for
convenience:

B = θ2 + wε̃1, (52a)

D =
4

3
η − π2 + wπ̃1 +

(
∂P

∂ε

)
n

(ε2 + θ2). (52b)

V. CHIRAL BDNK HYDRODYNAMICS

We now turn to an analysis of chiral hydrodynamics [38–40, 51–53]. We first consider the case in which the
current Jµ is associated with an axial U(1)A symmetry that can be broken by a chiral anomaly, as opposed
to the preserved vector U(1)V symmetry contemplated in the previous sections. Although it is typical in
discussions of chirality, for the sake of generality we do not necessarily work in the conformal limit, i.e., we
allow the terms in the constitutive relations which violate conformal symmetry. Furthermore, we allow for
coupling to a nondynamical external U(1)A gauge field Aµ. This theory can be obtained from the one set out
in Sec. II by making the following modifications (generalizing Ref. [40] to a generic hydrodynamic frame).
First, the conservation laws (1) are replaced by

∇µT
µν = F νλJλ and ∇µJ

µ = CEµB
µ, (53)

where Fµν = ∇µAν − ∇νAµ is the background field strength, Eµ = Fµνuν is a covariant U(1)A electric
field, and Bµ = 1

2ϵ
µνρσuνFρσ is a covariant U(1)A magnetic field, with Levi-Civita tensor ϵµνρσ (we use the

convention
√
−gϵ0123 = 1 where g = det[gµν ]). The right-hand sides of Eqs. (53) account, respectively, for

work done on the fluid by the external fields and for the chiral anomaly with anomaly coefficient C.
The general first-order constitutive relations now contain additional terms. We adopt a weak-field power-

counting scheme in which Aµ is treated as zeroth order in derivatives (hence Eµ and Bµ are first order).
Equations (12) are replaced with

E = ε+ ε̃1Dε+ ε2∇λu
λ + ε̃3Dn, (54a)

P = P + π̃1Dε+ π2∇λu
λ + π̃3Dn, (54b)

N = n+ ν̃1Dε+ ν2∇λu
λ + ν̃3Dn, (54c)

Qµ = θ̃1∇µ
⊥ε+ θ2Du

µ + θ̃3∇µ
⊥n+ θEE

µ + θBB
µ + θωω

µ, (54d)

J µ = γ̃1∇µ
⊥ε+ γ2Du

µ + γ̃3∇µ
⊥n+ γEE

µ + γBB
µ + γωω

µ. (54e)

Here ωµ = 1
2ϵ

µνρσuν∇ρuσ is the fluid vorticity, and the new transport parameters θB , θω, γB and γω are the
chiral conductivities (more conventionally denoted by ξ in the literature).
All of the thermodynamic consistency constraints described in Sec. II translate verbatim to the chiral

case. Furthermore, we must have θE = −θ3/T and γE = −γ3/T , and the chiral conductivities are tightly
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constrained in terms of the anomaly [64]. The most general functional forms for the chiral conductivities
in the thermodynamic frame (neglecting CPT -violating terms [91]) were obtained from thermodynamic
consistency by Ref. [64],

γB = Cµ, (55a)

γω = Cµ2 + C̃T 2, (55b)

θB =
1

2
Cµ2 +

1

2
C̃T 2, (55c)

θω =
2

3
Cµ3 + 2C̃T 2µ, (55d)

where C̃ is an integration constant that can be related to the mixed-gravitational anomaly [92]. The same
constraints can be obtained from an entropy-current analysis [40, 52] and can be explicitly computed from
kinetic theory [55, 63].

A. Causality and stability

Assembling the modifications described above, we find that the generic-frame principal part for BDNK
chiral hydrodynamics is

det[Aµρφµφρ] = −b2
[
θ 2
2 b

4 − 2

(
ηθ2 −

θ2ω
8

)
b2v2 + η2v4

]
q(b2, v2), (56)

where q(b2, v2) is given by Eq. (22) in terms of the very same λi defined in (23). As before, if θ2 = 0, then
(56) vanishes when vµ = 0 for any b ̸= 0, and the theory is acausal. Imposing θ2 ̸= 0, the factor in Eq. (56)
in square brackets factorizes as

θ2
(
b2 − c2+v

2
) (
b2 − c2−v

2
)
, (57)

where c2± are two squared characteristic speeds associated with the propagation of shear waves. The c2± are
the roots of the polynomial

p(x) = x2 + 2
(
z2 − h

)
x+ h2, (58)

where we have defined dimensionless quantities h = η/θ2 and z = θω/(2
√
2θ2). The polynomial p(x) takes

its minimum value p(x∗) = z2(2h− z2) when x∗ = h− z2. If the theory is to be causal, then the equations
of motion must be hyperbolic PDEs; i.e., c± must be real. This in turn implies x∗ ≥ 0 and p(x∗) ≤ 0 which,
by inspection, cannot happen unless z = 0. We conclude that generic-frame BDNK chiral hydrodynamics
cannot be causal unless θω = 0, i.e., unless there is no anomalous vorticity-induced heat flux. If θω = 0,
then the necessary and sufficient conditions for causality are completely identical to Eqs. (26). There are no
conditions involving the parameters θB , γB , or γω.
The frame transformations in Eq. (10) are insufficient to cure the pathology associated with θω ̸= 0.

However, in the presence of Bµ, ωµ, and the pseudoscalar degree of freedom n, the collection of first-order
frame transformations is enlarged to include those of the form

uα → u′α = uα + ruBB
α + ruωω

α, (59)

which induce the following transformations on the transport parameters:

θB → θ′B = θB − wruB , (60a)

θω → θ′ω = θω − wruω, (60b)

γB → γ′B = γB − nruB , (60c)

γω → γ′ω = γω − nruω. (60d)



17

In particular, by setting ruω = θω/w we obtain

θ′ω = 0, (61a)

γ′ω = Cµ2

(
1− 2

3

nµ

w

)
+ C̃T 2

(
1− 4µn

w

)
. (61b)

However, all transformations with ruω ̸= 0 take the theory out of the thermodynamic frame, as they do not
preserve the Killing condition (7a) for global equilibrium states with nonzero ωµ. This is reflected in the
fact that Eq. (61b) is not of the form (55b). In other words, demanding causality in generic-frame BDNK
first-order chiral hydrodynamics forces one to give up on the Killing conditions Eq. (7) as characteristics of
global equilibrium. An analogous result was previously obtained for ideal chiral hydrodynamics [54].
The importance of hydrodynamic frame choices in chiral hydrodynamics has also been discussed in other

contexts. For example, the no-drag frame [93, 94] is the frame in which an object at rest experiences no drag
force, a natural notion of “rest frame” for the fluid. This frame coincides with the thermodynamic frame for
the U(1)A model under consideration and is, hence, excluded by causality.
Modal linear stability is defined as in Sec. IV with vanishing external fields Eµ = Bµ = 0. The conditions

for stability in the chiral case are precisely the same as Eqs. (48) because the term proportional to γω does
not survive the process of linearization.8 It is reasonable to expect that this should be the case, as the frame
transformations are already exhausted by causality; any further conditions would constrain the coefficients
C and C̃ which are, however, already determined microscopically by anomalies.

B. The U(1)V × U(1)A theory

Realistic hydrodynamic studies of chiral effects in heavy-ion collisions should include both U(1)V and
U(1)A currents simultaneously, with an ordinary U(1)V gauge field instead of the U(1)A analog. The
equations of motion for this theory are

∇µT
µν = F ν

λJ
λ
V and ∇µJ

µ
V = 0 and ∇µJ

µ
A = CEµBµ, (62)

where Jµ
V is a vector current; Jµ

A is an axial current with a chiral anomaly; and Fµν , Eµ, and Bµ are
now associated with a U(1)V gauge field. The most general constitutive relations are, in a straightforward
extension of the previous notation,

E = ε+ ε̃1Dε+ ε2∇λu
λ + ε̃3VDnV + ε̃3ADnA, (63a)

P = P + π̃1Dε+ π2∇λu
λ + π̃3VDnV + π̃3ADnA, (63b)

NV = nV + ν̃V 1Dε+ νV 2∇λu
λ + ν̃V 3VDnV + ν̃V 3ADnA, (63c)

NA = nA + ν̃A1Dε+ νA2∇λu
λ + ν̃A3VDnV + ν̃A3ADnA, (63d)

Qµ = θ̃1∇µ
⊥ε+ θ2Du

µ + θ̃3V ∇µ
⊥nV + θ̃3A∇µ

⊥nA + θEE
µ + θBB

µ + θωω
µ, (63e)

J µ
V = γ̃V 1∇µ

⊥ε+ γV 2Du
µ + γ̃V 3V ∇µ

⊥nV + γ̃V 3A∇µ
⊥nA + γV EE

µ + γV BB
µ + γV ωω

µ (63f)

J µ
A = γ̃A1∇µ

⊥ε+ γA2Du
µ + γ̃A3V ∇µ

⊥nV + γ̃A3A∇µ
⊥nA + γAEE

µ + γABB
µ + γAωω

µ. (63g)

The conditions for causality in this theory are unwieldy in a generic frame [since Eq. (25) is replaced by
a quartic polynomial], but they take a simpler form in the class of frames defined by ε̃3V = ε̃3A = π̃3V =

π̃3A = θ̃3V = θ̃3A = 0. To state them, we first define

N3 =

(
ν̃V 3V ν̃V 3A

ν̃A3V ν̃A3A

)
, G3 =

(
γ̃V 3V γ̃V 3A

γ̃A3V γ̃A3A

)
, (64a)

8 If the electromagnetic fields were dynamical, then homogeneous configurations with µ ̸= 0 and Bµ = 0 would be unstable to
the formation of helical electromagnetic structures [95–97], so such states are not thermal equilibria. When interpreting the
stability conditions (48) for the U(1)A case, all parameters should be evaluated at µ = 0.
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f = −ν̃V 3V γ̃A3A − ν̃A3Aγ̃V 3V + ν̃V 3Aγ̃A3V + ν̃A3V γ̃V 3A. (64b)

Then, in the considered class of frames, we find that the theory is causal if, and only if, θω = 0 and

detN3 ̸= 0, (65a)

0 ≤ f ≤ detN3 + detG3, (65b)

0 ≤ detG3 ≤ detN3, (65c)

f2 ≥ 4 detN3 detG3, (65d)

and the conditions (29c) through (29h) are satisfied.
If, in addition to our choice of frame, the equation of state satisfies (∂P/∂nV )ε,nA

= (∂P/∂nA)ε,nV
= 0,

then the theory is stable if, and only if, it is causal and

detN3 > 0 and trN3 > 0, (66a)

detG3 ≥ 0 and trG3 ≤ 0, (66b)

detN3 trG3 + f trN3 ≥ 0, (66c)

and conditions (51b) through (51e) are satisfied [with B and D given by (52)]. Condition (66a) states that
N3 is positive definite, while condition (66b) states that G3 is negative semidefinite; together they generalize
(51a).

VI. CONCLUSIONS

In this paper, we have fully characterized for the first time to the best of our knowledge all of the generic
causal and stable frames of first-order relativistic hydrodynamics with a U(1) current by providing necessary
and sufficient conditions. We treated two cases exhaustively: the vector U(1)V case and the anomalous
axial U(1)A case. In the combined U(1)V × U(1)A case, with both vector and axial-vector currents, we
obtained necessary and sufficient conditions only within a convenient class of frames. We also noted that
the conditions for causality in these theories should imply local well-posedness in Gevrey function spaces,
leaving a detailed statement of this property for future work. For the sake of generality, our results do not
require conformal symmetry, even in anomalous cases.
In the U(1)V case, we showed that first-order hydrodynamics in a generic frame is causal if, and only if,

conditions (26) are simultaneously satisfied. This result remains valid in the presence of dynamical gravity.
Furthermore, the theory is linearly stable around all homogeneous equilibrium states if, and only if, it is
causal and all conditions (48) are simultaneously satisfied. As a special case, we also studied the class of
frames in which E , P, and N do not receive out-of-equilibrium corrections from derivatives of the charge
density n. In these frames, the causality conditions take the simpler form (29), in agreement with Ref. [26].
We found that if the equation of state obeys (∂P/∂n)ε = 0, then the stability conditions in these special
frames become drastically simpler; see Eq. (51) and the surrounding text.
While BDNK first-order hydrodynamics is parametrized by the 14 transport parameters appearing in

Eqs. (12), causality is determined by just three combinations, namely λ1/λ0, λ2/λ0, and λ3/λ0 [see Eqs. (23)],
as depicted in Fig. 1. This is reminiscent of the hydrohedron construction discussed in [98]. Causality and
stability together are decided by the values of 12 combinations: η, θ2, λ0, λ1, λ2, λ3, A, B, C, D, E and F [see
Eqs.(38)], along with the equation of state. Two of these combinations, η and F , are invariant under frame
transformations. Any nine of the remaining ten can be varied independently under frame transformations,
with the last one being determined.
In Sec. IIIA, we pointed out some nongeneric cases of interest which fall outside the scope of our analysis

and are obtained by imposing relations among the transport parameters. These can be treated on a case-
by-case basis using techniques similar to those employed for the generic frames. Some have already been
considered in the literature in detail [26, 27], but not all. Notably, there are scenarios in which the conditions
for nonlinear causality differ from those for linear causality. One such scenario [see Eq. (30)] has already
arisen in the literature [83], but its full causality and stability properties are not yet known.
We wrote, for the first time our knowledge, the BDNK first-order theory with a U(1)A anomaly, and

found necessary and sufficient conditions for its causality. We found that causality requires θω = 0; that is,
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vorticity-induced heat flux must be absent from the theory. Apart from this, the generic-frame conditions for
causality—even in the presence of an external gauge field—and stability are identical to Eqs. (26) and (48)
from the U(1)V case. Causality and stability conditions for the combined U(1)V × U(1)A case were derived
in Sec. VB. It is notable that, as a consequence of the vanishing of θω, one cannot formulate first-order
chiral hydrodynamics in the thermodynamic frame. The same was shown to be true of the zeroth-order
truncation, i.e., ideal chiral hydrodynamics [54]. Results such as these fit into the wider research area which
aims to understand how fundamental principles such as thermodynamic consistency, causality, and stability
constrain the macroscopic behavior emerging from inherently quantum-mechanical microscopic effects such
as those due to quantum anomalies [40]. Looking forward, in this respect, it will be important to investigate
in detail the causality and stability properties of hydrodynamics with dynamical spin degrees of freedom,
see, e.g., [99–108]. The first step toward a BDNK formulation of spin hydrodynamics was recently taken in
[109].
The results of our paper are crucial for numerical implementations of first-order relativistic hydrodynamics

for studies of heavy-ion collisions and astrophysical systems such as neutron star mergers [90, 110–112]. In
addition, numerical simulations aiming to evaluate the role of chirality and quantum anomalies in heavy-ion
collisions [113–115] can now track such effects throughout the hydrodynamic evolution of the quark-gluon
plasma using the self-contained causal and stable hydrodynamic theory presented in this work.
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Appendix A

The following are explicit expressions for the ∆(i,j) defined in Eqs. (43):

∆(1,0) = AB − λ0, (A1a)

∆(1,2) = λ1A− λ0C, (A1b)

∆(2,0) = ∆(1,0), (A1c)

∆(2,2) = C∆(1,0) +∆(1,2) −A(AD − λ0c
2
s), (A1d)

∆(2,4) = C∆(1,2) −A(λ2A− λ0E), (A1e)

∆(3,2) = (D −Bc2s)∆(1,0), (A1f)

∆(3,4) = (AF −BE − c2sλ1 + λ2)∆(1,0) −Bc2s∆(1,2) +D∆(2,2) + c2sλ0(AD − c2sλ0), (A1g)

∆(3,6) = (λ3A− λ1E)∆(1,0) + (AF −BE − c2sλ1)∆(1,2) + λ2∆(2,2) +D∆(2,4) (A1h)

+ λ0[E(AD − λ0c
2
s) + c2s(λ2A− λ0E)],

∆(3,8) = (λ3A− λ1E)∆(1,2) + λ2∆(2,4) + λ0E(λ2A− λ0E), (A1i)

∆(4,4) = −F∆(1,0) + c2s∆(3,2), (A1j)

∆(4,6) = [F (Ac2s − C)− λ3]∆(1,0) − F∆(2,2) + E∆(3,2) + c2s∆(3,4), (A1k)

∆(4,8) = [λ3(Ac
2
s − C) +AE F ]∆(1,0) +AFc2s∆(1,2) − (λ3 + C F )∆(2,2) − F∆(2,4), (A1l)

+ E∆(3,4) + c2s∆(3,6) −A
3
F

2
,
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∆(4,10) = λ3AE∆(1,0) +A(E F + λ3c
2
s)∆(1,2) − λ3C∆(2,2) − (λ3 + C F )∆(2,4) (A1m)

+ E∆(3,6) + c2s∆(3,8) − 2λ3A
3
F ,

∆(4,12) = λ3AE∆(1,2) − λ3C∆(2,4) + E∆(3,8) − λ
2

3A
3
. (A1n)
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