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Abstract
Real-world network datasets are typically obtained in ways that fail to capture
all edges. The patterns of missing data are often non-uniform as they reflect bi-
ases and other shortcomings of different data collection methods. Nevertheless,
uniform missing data is a common assumption made when no additional infor-
mation is available about the underlying missing-edge pattern, and link prediction
methods are frequently tested against uniformly missing edges. To investigate
the impact of different missing-edge patterns on link prediction accuracy, we em-
ploy 9 link prediction algorithms from 4 different families to analyze 20 different
missing-edge patterns that we categorize into 5 groups. Our comparative simu-
lation study, spanning 250 real-world network datasets from 6 different domains,
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provides a detailed picture of the significant variations in the performance of dif-
ferent link prediction algorithms in these different settings. With this study, we
aim to provide a guide for future researchers to help them select a link prediction
algorithm that is well suited to their sampled network data, considering the data
collection process and application domain.

Introduction
Link prediction serves as a valuable tool to expedite network data collection and
compensate for edges missed during the data-gathering process. Indeed, link pre-
diction is a prevalent technique in network analysis across various domains [44,
58], encompassing studies in social networks [36], biological networks [50, 8],
information networks [6], and epidemic networks [52]. A multitude of methods
have been developed for link prediction over the years, including local similar-
ity indices [37, 60], network embedding techniques [12, 34], matrix completion
approaches [27, 13], ensemble learning methods [17], and other methodologies
[30, 39].

In many studies, researchers assume that edges are lost uniformly at random;
that is, the resulting missing-edge pattern is uniform. Indeed, it is especially com-
mon for researchers to assume a uniform missing-edge pattern [59] when no infor-
mation about the true missing-edge pattern is available. However, missing-edge
patterns in real-world settings are likely to be non-uniform due to the nature of
the underlying system or the sampling process used to gather the data [40]. In
cases where one has knowledge about the missing-edge pattern, e.g. when one
knows the sampling method used in the data collection process, we expect that a
researcher might achieve better link prediction performance by selecting a suit-
able link prediction method for the expected missing-edge pattern in their dataset.
For example, missing data in social network analysis can result from survey non-
response among a closely connected group of individuals, rather than being uni-
formly distributed [25], or through egocentric sampling [35]. Moreover, missing
friendship relationships often occur among outliers within a group who are not
closely connected to the rest of the group, unlike other nodes [21]. In protein-
protein interaction networks, the absence of a few proteins can lead to missing
edges related to all of the missing proteins, therefore providing no information
about the relevant nodes [26]. Assuming uniform random missing-edge patterns
can thus be inappropriate for link prediction in real-world networks.

Some efforts have been made to address the issue of non-uniform missing-
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edge patterns in link prediction; in particular, a recent study proposed a com-
putationally efficient link prediction algorithm for egocentrically sampled net-
works [35]. However, systematic comparisons between missing-edge patterns and
their effects on link prediction accuracies are lacking. We aim here to address this
shortcoming through a thorough study over numerous networks, missing-edge
patterns, and link prediction algorithms, with a focus on whether a selected pre-
diction method is appropriate for a given missing-edge pattern and whether any
method consistently achieves good results across different missing-edge patterns
and domains.

To address these questions, we conducted a systematic study with 250 struc-
turally diverse real-world network datasets from ICON [10]. These networks
originate from six different disciplinary domains: i) biological (47%), ii) eco-
nomic (4%), iii) informational (5%), iv) social (30%), v) technological (10%),
and vi) transportation (4%). To simulate a diverse range of missing-edge patterns
across various real-world scenarios, we applied 20 distinct missing-edge patterns
grouped into five different categories: edge-based, node-based, depth-first search
(DFS), neighbor-based, and jump-based methods. We then assessed the effec-
tiveness of 9 link prediction algorithms, encompassing 4 different families: lo-
cal similarity measures, matrix factorization, embedding methods, and ensemble
learning.

To the best of our knowledge, our study is the first attempt to systematically
compare the effects of different domains and missing-edge patterns on the accu-
racy of link prediction across several hundred real-world networks. Our findings
emphasize the importance of taking into account the dataset domain and associ-
ated missing-edge pattern, particularly how the data was sampled, when choos-
ing an appropriate prediction algorithm in a specific setting. We conclude by
discussing the limitations of our study and identifying opportunities for further
improvement beyond these results.

Materials and methods

General Pipeline
We use the area under the receiver operating characteristic curve (AUC), a stan-
dard in this field [37], as our primary measure for evaluating link prediction per-
formance. The AUC scores provide a context-agnostic measure of method robust-
ness, capturing the ability to distinguish between a missing edge (a true positive)
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and a non-edge (a true negative) [9], while allowing for easy comparison with the
existing link prediction literature. Although other accuracy measures can offer
insights into a predictor’s performance in specific scenarios (e.g., precision and
recall at certain thresholds), we leave such investigation for future work. Un-
less otherwise stated, the reported AUC scores in our results are averaged over 5
randomized runs on each network using training, validation, and testing sets con-
stituting roughly 64%, 16%, and 20%, respectively, of the original network data,
sampled as follows.

Our experimental pipeline begins with a given simple graph G = (V, E) con-
sisting of a set V of n nodes and a set E of m edges. For each run of our experi-
ment on G, we first draw 20% of the edges uniformly at random from E to define
the test set Y , which will be the same for each missingness pattern and link pre-
diction algorithm. A major challenge in link prediction using supervised methods
is the lack of negative examples (i.e., true non-edges). Following the approach of
Ghasemian et al. [16], we consider all non-edges in G, i.e., Ẽ = V × V − E,
as true non-edges. We then sample a testing subset Ỹ of true non-edges from
Ẽ, which, similar to Y , remains the same for each missingness pattern and link
prediction algorithm.

Next, we define E ′ = E−Y as the available edges of G. We extract the largest
connected component from this set, denoted as LCC(E ′), to ensure fair compar-
ison between the missingness functions we consider, because some of them only
apply to connected networks. For each of the 20 missingness patterns we consider
in our study, we sample a subset of edges Esample ⊂ LCC(E ′) — that is, Esample
is different for each of the missing-edge patterns — targeting the size of Esample
to include ≈ 64% of the edges in the original graph G. (We note that some of
the missingness functions we use to obtain our samples do not provide sufficient
control to obtain precisely this count of edges; in such cases, we pick a sample
close to the target size.)

Our task is then to predict, using the sampled edges Esample, which pairs of
nodes not connected by the available edges, X = V ×V −E ′, are actually missing
edges (cf. true non-edges; specifically, we test on the node pairs in Y and Ỹ ). Each
link prediction algorithm provides a score function over node pairs (i, j) ∈ X ,
where a higher score indicates the algorithm asserts a higher likelihood of the
node pair being a true missing edge [36]. A subset of the link prediction methods
studied here are supervised methods, requiring separate training, validation, and
testing sets. In such cases, we let Esample be the training set and Z = E ′ − Esample
be the validation set of edges, with the training and validation sets of non-edges
both taken from Ẽ ′ = V × V − E − Ỹ = Ẽ − Ỹ , while continuing to use Y and
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Ỹ as our test set. For these supervised methods specifically, we perform 5-fold
cross-validation, separately dividing up both the training set and validation set,
during the training process. (See also the special note about the use of these sets
for the Top-Stacking method as described below in Ensemble Learning.)

Having defined sets of true positives (edges) and negatives (non-edges), we
conduct additional resampling to achieve balanced classes (i.e., edge presence/absence)
during both training and testing stages, following the approach outlined by Es-
tabrooks et al. [15] for supervised methods. Specifically, we sample 10,000 edges
uniformly at random with replacement to form the positive class, and an equal
number of non-edges to form the negative class, in each of our train, validation,
and test sets. We additionally emphasize that we perform this sampling of non-
edges for training and validation in a manner ensuring that they have empty inter-
section.

Note, very importantly, these designs described above were crafted with spe-
cific consideration for the present study’s objectives, including to try to make
equitable comparisons between the results obtained under different missingness
functions and different link prediction algorithms. That said, we acknowledge
that many other viable choices are possible, and we emphasize that other choices
should be considered in settings where the objectives of a study are different.

Missing-Edge Patterns
To examine the impact of different missing-edge patterns, we apply 20 different
sampling methods from Little Ball of Fur [47], a Python library for network
sampling techniques that uses a single streamlined framework of sampling func-
tions. We group these 20 methods into 5 different categories: i) edge-based, ii)
node-based, iii) depth first search (DFS), iv) neighbor-based, and v) jump-based
missingness patterns. Edge-based missingness includes traditional uniform sam-
pling methods and other techniques that primarily focus on edges. These sam-
pling methods correspond to common ideas found in the current literature re-
garding missing-edge patterns. Node-based missing-edge patterns direct atten-
tion toward individual node properties, such as degree centrality and PageRank.
These missing-edge patterns can be relevant to real-world scenarios where the
sampling procedure is biased towards individuals with either greater or lesser in-
fluence. DFS is singled out here due to its distinctive nature in exploring neighbor-
hoods, making it a suitable mimic for scenarios where nodes are sampled along
long chains in the network, such as in some observations of criminal activities.
Neighbor-based missingness patterns prioritize exploration based on the neigh-
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borhood of a set of initial seed nodes. They offer an idealized sampling model for
sociological surveys, disease contact tracing, and similar social-network studies.
Jump-based missingness patterns introduce a unique element by allowing jumps
from one node to another. These sampling methods can thus yield fragmented
networks, and they are relevant in real-world scenarios when, for example, in-
cluding random encounters in the data collection leads to a fragmented social net-
work. These categories aim to capture some of the diverse aspects of missing-data
patterns, thereby enhancing the understanding of algorithmic performance across
different sampling scenarios.

Edge-Based Missingness Patterns

The Random Edge Sampler from Krishnamurthy et al. [28] samples edges uni-
formly at random. (We emphasize again that this method is the most commonly
used method in the literature for assessing link prediction methods.) The Ran-
dom Node-Edge Sampler from Krishnamurthy et al. [28] first samples nodes uni-
formly at random; then for each sampled node, one of its edges is sampled (again
uniformly). The Hybrid Node-Edge Sampler from Krishnamurthy et al. [28]
combines and alternates between the above two methods, sampling some portion
of the edges uniformly at random and another portion from the edges incident to a
node within a node set that is sampled uniformly at random. The Random Edge
Sampler with Induction from Ahmed et al. [4] includes two steps: One first sam-
ples edges uniformly at random with a fixed probability. The resulting graph has
a node set V ′. One then samples additional edges from the induced subgraph of
G on V ′ uniformly at random until the desired number of edges are obtained. For
the fixed probability in the first step, we use a default value of 0.5. For the second
step, we construct the induced subgraph following algorithm 1 in [4].

Node-Based Missingness Patterns

For each of the following methods, only the edges between nodes that are both
sampled will be included. That is, the sampled edges Es are those that appear in
the induced subgraph of the set of sampled nodes. The Degree Based Node Sam-
pler from Adamic et al. [1] samples nodes with probability proportional to their
degrees. The Random Node Sampler from Stumpf et al. [49] samples nodes uni-
formly at random. Similarly, the PageRank Based Node Sampler from Leskovec
et al. [32] samples proportional to the PageRank scores of nodes.

6



Depth First Search Missingness Pattern

The Randomized Depth First Search (DFS) Sampler [14] starts from a ran-
domly chosen node and adds neighbors to the last-in-first-out queue after shuffling
them randomly.

Neighbor-Based Missingness Patterns

The following sampling methods include all nodes explored by a walker and all
the corresponding edges in the induced subgraph between these sampled nodes,
resulting in connected samples. The Diffusion Sampler [48] applies a simple dif-
fusion process on the network to sample an induced subgraph incrementally. The
Forest Fire Sampler [33] is a stochastic snowball sampling method where the
expansion is proportional to the burning probability, with a default probability of
0.4. The Non-Backtracking Random Walk Sampler [31] samples nodes with
a random walk in which the walker cannot backtrack. The Random Walk Sam-
pler [18] samples nodes with a simple random walker. The Random Walk With
Restart Sampler [32] uses a discrete random walk on nodes, with occasional
teleportation back to the starting node with a fixed probability. The Metropolis–
Hastings Random Walk Sampler [24] uses a random walker with probabilis-
tic acceptance condition for adding new nodes to the sampled set, which can be
parameterized by the rejection constraint exponent. The Circulated Neighbors
Random Walk Sampler [61] simulates a random walker, and after sampling
all nodes in the vicinity of a node, the vertices are randomly reshuffled to help
the walker escape closely-knit communities. The Randomized Breadth First
Search (BFS) Sampler [14] performs node sampling using breadth-first search:
starting from a randomly chosen node, neighbors are added to the queue after
shuffling them randomly.

Jump-Based Missing-Edge Patterns

The Random Walk With Jump Sampler [46] is done through random walks
with occasional teleporting jumps. The Random Node-Neighbor Sampler [32]
samples nodes uniformly at random and then includes all neighboring nodes and
the edges connecting them as the induced subgraph. The Shortest Path Sampler
[45] samples pairs of nodes and chooses a random shortest path between them,
including the vertices and edges along the selected shortest path in the induced
subgraph. These jump-based missing-edge patterns methods can result in a frag-
mented sample graph. The Loop-Erased Random Walk Sampler [55] samples
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a fixed number of nodes, and then includes only edges that connect previously
unconnected nodes to the sampled set, resulting in an undirected tree.

Link Prediction Methods
We employ 9 different link prediction methods. These link predictions are drawn
from 4 popular families of algorithms: local similarity indices [37, 60], network
embedding [12, 34], matrix completion [27, 13], and ensemble learning[17].

Network Embedding

The Node2Vec Dot Product approach uses a skip-gram-based method to learn
node embeddings from random walks in the graph. The dot product between the
embeddings of two nodes is used to represent the corresponding edge, which is
then used for training [19]. The Node2Vec Edge Embedding method also learns
node embeddings using skip-gram-based techniques; however, it additionally in-
corporates bootstrapped edge embeddings and logistic regression to represent the
edges, enhancing the training process [19]. The Spectral Clustering approach
uses spectral embeddings to create node representations from an adjacency ma-
trix [29] [38] and then makes predictions with the embedded feature vector.

Local Similarity Indices

One such method relies on the Adamic-Adar index, a local structured measure,
for link prediction [20]. Another approach utilizes Preferential Attachment, an-
other local structured measure, for link prediction [20]. The Jaccard Coefficient
can be similarly employed for link prediction [20].

Ensemble Learning

The Top-Stacking method combines topological features of node pairs and trains
a random-forest model for link prediction [16]. It’s crucial to highlight that for
Top-Stacking, unlike other supervised methods, which directly utilize the valida-
tion set for validation and parameter tuning, the training edges for this specific
method are instead drawn from the validation set. We take this approach to align
with the methodology described in Ghasemian et al. [16], who generate network
features with (in the present notation) Esample for training the classifier on edges
selected from E ′ − Esample. This is consistent with using the validation set for
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hyperparameter tuning of other supervised methods, insofar as all of the ensemble
learning here is being tuned by training on this set. In this manner, Ghasemian et
al. aim to mimic the real-world setting, where network features are calculated with
the observed network to predict missing edges. This is then similar to testing on
the withheld 20%, having computed network features from the available training
data.

Indeed, we observe a sometimes drastic over-fitting if we train on edges from
the same set used to generate training features; such behavior is perhaps not sur-
prising a posteriori, since building a classifier to detect edges that were included
in computing the network features is a different problem from predicting missing
edges that were not available to be included in the network feature calculation.
We thus emphasize that our calculation of network features from Esample to train
the classifier on edges from E ′ − Esample maintains the pipeline as described in
Ghasemian et al. [16].

Matrix Completion

The Modularity method for link prediction starts from Newman and Girvan’s
modularity maximization for community detection [42]. We then use the obtained
communities to measure the empirical densities between and within communities
and then predict the most likely missing edges from these densities, similar to
[53, 16]. The MDL-DCSBM method uses a minimum description length, degree-
corrected stochastic block model [43]. As with the Modularity method, one then
uses the obtained block structure to predict the most likely missing edges in the
manner used in [56, 16].

Results

Data
We use publicly available data listed on [11] and provided in clean form in the
Github repository for Ghasemian et al. [16]. To reduce the computational cost of
our simulation study, we consider a subset of the data that includes 119 biological
networks, 9 economic networks, 12 informational networks, 74 social networks,
26 technological networks, and 10 transportation networks. This subset of 250
networks, which includes networks with more than 20 but less than 900 nodes,
has a mean of 492 nodes and 1110 edges, with a mean node degree of 5.28. This
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diversity of network data, encompassing a wide array of domains and collected
through various methodologies, provides a robust foundation for evaluating sam-
pling methods and link prediction algorithms. Assessing performance across this
extensive dataset spectrum allows us to investigate how missing-edge patterns and
link prediction relate to one another in different domains as opposed to consider-
ing only a single domain.

Domain and Algorithm Variability
For a comprehensive assessment of the performance and variability of various link
prediction algorithms across missing-edge patterns and diverse domains, in Fig-
ure 1 we visualize AUC scores obtained under 5 repeats across 120 distinct com-
binations of domains (6) and sampling methods (20). The average AUC scores
under these 120 settings are listed in the Supporting Information (SI Tables 1–6).
Our results show that the Top-Stacking method achieves the best performance in
109 instances. The Node2Vec Edge Embedding method performs best in 9 in-
stances. Preferential Attachment is the best-performing method in 2 instances,
with Adamic-Adar equaling its performance in 1 of those 2 instances.

The results visually depicted in Figure 1 demonstrate that, within a specific
dataset domain, a particular or a group of link prediction method tends to out-
perform others (see also SI Tables 1–6). For example, MDL-DCSBM and Top-
Stacking tend to have consistently higher AUC scores than the other prediction
algorithms for informational networks.

For social networks, importantly, the AUC scores across missing-edge pat-
terns exhibit a clear and distinct pattern for different missing-edge patterns (see
next section for detailed discussion). Nevertheless, almost all considered link pre-
diction algorithms yield good prediction results for a majority of missing-edge
patterns, while Preferential Attachment has the smallest predictive power among
the considered methods. This observation is consistent with the findings of other
researchers who suggested that structural properties that are commonly associated
with social networks, such as high clustering coefficients and heavy-tailed degree
distributions, positively affect the accuracy of link prediction [5, 51, 41]. These
results provide supporting evidence for a previous observation made by several
papers, including Ghasemian et al. [16] and Menand et al. [41], that most link
prediction methods can achieve high AUC scores on social networks, and suggest
that this claim is also true for various missing-edge patterns (excluding some).
We thus stress that further comparisons of different link prediction algorithms
should continue to include many types of real-world networks, rather than social
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networks only.
In economic networks, Top-Stacking stands out as the best-performing method

overall, while Preferential Attachment consistently secures the second place, demon-
strating AUC scores close to and sometimes better than Top-Stacking. It is note-
worthy that Preferential Attachment has a specific efficacy in economic networks,
demonstrating good predictive power despite being a simple topological predictor
and a relatively weak predictor in other domains (even social networks).

Across biological networks, which comprise the majority of the networks un-
der consideration (119 out of 250), informational networks, technological net-
works, and transportation networks, Top-Stacking consistently produces superior
AUC scores compared to all other methods. In biological networks, Spectral Clus-
tering emerges as the second-best performer, while MDL-DCSBM is second best
in informational networks and Node2Vec Edge Embedding is second best in tech-
nological networks.

Summarizing our findings across these six domains, we observe under most
circumstances that Top-Stacking consistently provides the most accurate link pre-
dictions or, at the very least, achieves comparable performance to the leading
method in each domain.

Influence of Missingness Patterns
We now shift our focus towards the variations of AUC scores across different
dataset domains under various missing-edge patterns. To provide a comprehen-
sive visualization, we show the performance of link prediction methods for the
five different missingness categories (Figure 2). We collect the AUC scores as
box plots from their respective categories to better discern and illustrate the dif-
ferences across various missing-edge patterns. A complete array of box plots for
all missingness patterns is presented in the SI Figures 1–5.

The first notable observation is the distinct behavior exhibited by the DFS-
based missing-edge pattern. For DFS-sampled networks, regardless of the choice
of link prediction algorithm or network domain, we consistently observe slightly
lower AUC scores than for other sampling techniques. In terms of link predic-
tion methods, generally speaking, Modularity, MDL-DCSBM, Spectral Cluster-
ing, and Top-Stacking are less impacted by the DFS based missingness pattern,
displaying smaller decreases in performance than the other methods. Neverthe-
less, all these methods still display a decay in performance and smaller variance.
Concerning network domains, the only domain that doesn’t exhibit a significant
decline in performance for DFS-based missingness is the transportation networks.
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However, the performance for transportation networks is not initially robust, mak-
ing it challenging to utilize this as a comparison metric.

To further explore the variation behind the sampling methods and their effect
on the link prediction algorithms for datasets across various domains, we perform
Principal Component Analysis (PCA) using the AUC scores as features to char-
acterize each of the 20 sampling methods, with PCA performed separately for
each of the 6 data domains and 9 link prediction algorithms Figure 3. That is,
for each sampling method and prediction algorithm, we use the AUC scores ob-
tained (averaged over 5 runs) from the different networks in that domain as the
feature vector. We then perform PCA on the set of feature vectors across dif-
ferent sampling methods, performed separately for each prediction algorithm in
each data domain. For example, the top left corner panel visualizes the first two
principal component scores of the 20 sampling methods obtained from the AUCs
of Adamic-Adar on the 119 biological networks — i.e., the feature vector of a
sampling method includes the 119 AUC scores stacked together.

The results further emphasize DFS as an outlier among the considered missing-
edge patterns, with DFS standing out in most of the single-panel PCA plots. We
hypothesize that this is due to inherent structural features of DFS samples [14].
Based on our findings, we suggest that DFS samples are a particularly interesting
and important topic to study. The missing-edge patterns in real-world network
data could very well be focused on the missing information around one particular
egocentric subgraph or along a particular line of interactions, such as criminal and
terrorist activities [54]. For some real-world cases, DFS may be much more suit-
able to mimic the real missing-edge pattern in the data. Such cases can motivate
the study of the stability and robustness of link prediction algorithms under such
biased samples of edges.

12



0.6

0.8

1.0

0.6

0.8

1.0

0.6

0.8

1.0

0.6

0.8

1.0

0.6

0.8

1.0

0.6

0.8

1.0

Random
 Edge Sam

pler

Random
 Node-Edge Sam

pler

Hybrid Node-Edge Sam
pler

Random
 Edge Sam

pler W
ith Induction

Random
 Node Sam

pler

Degree Based Sam
pler

PageRank Based Sam
pler

Depth First Search Sam
pler

Diffusion Sam
pler

Forest Fire Sam
pler

Non-backtracking Random
 W

alk Sam
pler

Random
 W

alk Sam
pler

Random
 W

alk W
ith Restart Sam

pler

M
etropolis-Hastings Random

 W
alk Sam

pler

Circulated Neighbors Random
 W

alk Sam
pler

Breadth First Search Sam
pler

Random
 W

alk W
ith Jum

p Sam
pler

Random
 Node-Neighbor Sam

pler

Shortest Path Sam
pler

Loop-Erased Random
 W

alk Sam
pler

Biological

Economic

Informational

Social

Technological

Transportation

Adamic-Adar
Node2Vec Dot Product
Preferential Attachment

Node2Vec Edge Embedding
Jaccard Coefficient
MDL-DCSBM

Modularity
Spectral Clustering
Top-Stacking

Figure 1: AUC scores over 5 runs on each network for 9 link prediction algorithms
on samples obtained by 20 methods. The 250 different networks are grouped into
6 domains (arranged vertically). Symbols indicate mean AUCs, with standard
deviations shown by vertical bars. The sampling methods are listed along the
bottom of the figure. The prediction methods are marked with different colors, as
indicated in the legend at the top.

13



3.3 RESULTS NON-UNIFORM EDGE MISSING PATTERNS
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Figure 2: Box plots of AUCs from different link prediction methods for different
families of missingness patterns, grouped by network domain.
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Figure 3: PCA scores (PC1 horizontal, PC2 vertical) of different sampling
methods under different prediction algorithms and different dataset do-
mains. Each panel considers a single link prediction method within a single
dataset domain, taking as features the full set of AUC scores (averaged over 5
runs) of that prediction method across the networks in that domain for each
sampling method, marked with different colors and symbols as indicated in
the legend. 15



Another notable observation is the significant impact of missing-edge patterns
on the performance of link prediction algorithms in social networks. We observe
a noticeable increase in performance when transitioning from edge-based miss-
ingness patterns to node-based missingness patterns during the sampling of social
networks. Furthermore, although the average results for node-based, neighbor-
based, and jump-based missingness patterns are close to each other in social net-
works, there is a clear difference in variance. Jump-based patterns exhibit much
larger variance than both neighbor-based and node-based methods, with the node-
based method showing the smallest variance. This suggests that when modeling
missingness patterns in social networks, node-based sampling could be a more
realistic choice than other missing-edge patterns.

For networks from other domains, the distribution of AUC scores is distinctly
different for missingness patterns as well. For instance, in economic networks,
we observe again that for both Adamic-Adar and Preferential Attachment, node-
based missingness patterns lead to better AUC scores than edge-based missing-
ness patterns. Furthermore, the variance for all methods increases when transi-
tioning from edge-based methods to node-based, neighbor-based, or jump-based
methods, with jump-based methods again exhibiting the largest variance. The dis-
crepancy in variance becomes even more obvious when examining the differences
between individual missingness patterns rather than considering them collectively
(see SI Figures 2–6).

The apparent differences in variance underscore that it is important to con-
sider missing-edge patterns when selecting appropriate link prediction algorithms.
This observation aligns with the insights gleaned from SI Tables 1–6. When the
missing-edge pattern is uncertain or unknown, one can generally consider link
prediction via Top-Stacking as a prudent starting point, given its consistent per-
formance across different missing-edge patterns. One can then further use knowl-
edge about the domain of the considered dataset(s) to refine one’s choice of a link
prediction method.

For example, in the context of social networks, Node2Vec Edge Embedding
yields excellent performance when dealing with node-based missingness patterns.
However, its performance significantly deteriorates when confronted with edge-
based missingness patterns. Consequently, deploying both Node2Vec Edge Em-
bedding and Top-Stacking as the primary link prediction methods ensures the uti-
lization of the most effective approach. This selection approach eliminates the
need for exhaustive testing across multiple algorithms in cases where the domain
of the dataset is known but the missingness patterns is unknown.

Finally, when information about the missing-edge pattern is also available, this
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information can be important for selecting an appropriate link prediction method
for a given data set, and for assessing the level of confidence one might have in
the link-prediction results. For instance, we again highlight the overall decreased
link prediction accuracies encounted with DFS samples across most domains and
algorithms. As another example visible in Figure 2, we note the relatively good
performance of the Adamic-Adar predictor on economic networks for some pat-
tern families (e.g., node-based and neighbor-based). That is, both the domain of
a network and the missingness pattern encountered can have a substantial impact
on link prediction performance.

Discussion
Our study establishes key principles for selecting link prediction algorithms in
scenarios where the missing edge pattern is pre-determined or known. Specifi-
cally, our results also demonstrate that (1) it is crucial to consider the domain of a
data set of interest when selecting an appropriate link prediction method and (2)
knowledge about missing-edge patterns can anchor a researcher’s confidence in
their prediction outcome.

Across domains, we consistently observe important performance discrepan-
cies and large variances depending on the chosen missingness patterns. This em-
phasizes the need for caution during the sampling process when reducing the size
of a network or studying the performance of link prediction algorithms. Under-
standing how edges are missing or sampled can be crucial in determining the most
suitable link prediction algorithms to employ. Additionally, this consideration in-
fluences the design of experiments in studying missingness patterns. Researchers
should carefully assess whether uniform random sampling is appropriate for the
scope of their studies, instead of resorting to it automatically.

Of course, real-world data are typically not obtained by sampling a complete
data set explicitly via one of our considered samplers. Instead, it is common that
the missing-edge pattern is unknown. While no single method excels across all
domains and missing-edge patterns, our results suggest that Top-Stacking is the
most robust general predictor among the considered datasets when the missing-
edge pattern is unknown. It produces the best results in over 90% of our 120
cases (across 6 domains and 20 different missingness patterns), and good (but not
the best) results in many other cases. When the network domain and missing-edge
pattern are known, more specialized predictors may produce better results, such as
Preferential Attachment in the case of economic networks when the missingness
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pattern is based on node degrees. Another similar example is that for social net-
works, Node2Vec Edge Embedding appears to surpass Top-Stacking under some
settings, depending on the missing edge pattern.

We limit our study to the sampling methods in Little Ball of Fur [47], and it is
important to acknowledge that these sampling methods serve as models rather than
exact replicas of missing-edge patterns in real-world data. We have categorized
these sampling methods into different groups that aim to mimic genuine data loss
scenarios, but conclusions made based on these models should consequently be
approached with caution, since they are neither precisely capturing real-world
sampling nor are they exhaustive. For instance, the authors of [7] discussed link
prediction for isolated nodes in both static and temporal networks.

Another important limitation is that in this study, we solely focused on catego-
rizing the data based on their domain type. It is highly possible that domains serve
as proxies for similarities in other measurable network features. Future research
endeavors may aim to identify and categorize the network features underlying the
diverse behaviors uncovered in this study more clearly. This identification would
enable future practitioners to make informed decisions about which link predic-
tion method to employ based on measurements of their sampled network.

Another potentially promising avenue for future research would be a gener-
alization of our study to multilayer networks and temporal networks, given their
increasing importance (see, e.g., [57, 23, 2, 3, 22] for various methods of link pre-
diction in these settings). For example, it seems particularly important to explore
the variability in sampling methods and their impact on prediction accuracy as the
amount of temporal information increases, because the missingness pattern might
be different for each of the temporal layers. Additionally, we anticipate that it
will be beneficial to establish theoretical relationships between link predictabil-
ity, different sampling settings, and the influence of different network features on
prediction outcomes.

Data Availability
The real world network data used in this study are publicly available on the
ICON website [11] and the code for implementing the method and reproduc-
ing the numerical experiments presented here can be found online at https:
//github.com/hexie1995/NonUnifromSampling.
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Figure 4: AUCs for Edge-Based Missingness Patterns from different link pre-
diction methods, grouped by network domain.
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Figure 5: AUCs for Node-Based Missingness Patterns from different link pre-
diction methods, grouped by network domain.
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Figure 6: AUCs for Neighbor-Based Missingness Patterns from different link
prediction methods, grouped by network domain (Part 1 of 2).
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Figure 3.8: Neighbor-Based Missingness Patterns Part 2
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Figure 7: AUCs for Neighbor-Based Missingness Patterns from different link
prediction methods, grouped by network domain (Part 2 of 2).
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Figure 3.9: Jump-Based Missingess Patterns
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Figure 8: AUCs for Jump-Based Missingness Patterns from different link pre-
diction methods, grouped by network domain.
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Table 1: Average AUC scores over 5 runs of each of the biological networks.
Category Missingness Pattern (Sampler) Adamic-Adar Node2Vec Dot Product Prefer-ential Attachment Node2Vec Edge Embedding Jaccard Coefficient MDL-DCSBM Modularity Spectral Clustering Top-Stacking

Edge-Based Random Edge Sampler 0.494 0.548 0.570 0.545 0.486 0.597 0.495 0.664 0.728
Random Node-Edge Sampler 0.490 0.529 0.555 0.516 0.482 0.630 0.496 0.646 0.690
Hybrid Node-Edge Sampler 0.491 0.528 0.556 0.518 0.483 0.635 0.503 0.669 0.753

Random Edge Sampler With Induction 0.531 0.577 0.611 0.595 0.517 0.637 0.511 0.664 0.718
Node-Based Random Node Sampler 0.535 0.562 0.627 0.599 0.515 0.621 0.483 0.657 0.744

Degree Based Sampler 0.535 0.568 0.633 0.602 0.516 0.633 0.489 0.669 0.702
PageRank Based Sampler 0.535 0.567 0.633 0.602 0.515 0.631 0.501 0.665 0.733

DFS Depth First Search Sampler 0.501 0.523 0.518 0.496 0.492 0.630 0.489 0.654 0.729
Neighbor-Based Diffusion Sampler 0.536 0.567 0.634 0.602 0.516 0.602 0.511 0.667 0.747

Forest Fire Sampler 0.535 0.569 0.633 0.601 0.516 0.629 0.507 0.652 0.742
Non-backtracking Random Walk Sampler 0.535 0.564 0.633 0.601 0.515 0.633 0.514 0.674 0.709

Random Walk Sampler 0.535 0.566 0.634 0.603 0.515 0.598 0.519 0.674 0.712
Random Walk With Restart Sampler 0.535 0.564 0.633 0.601 0.515 0.631 0.478 0.646 0.743

Metropolis-Hastings Random Walk Sampler 0.535 0.566 0.633 0.604 0.516 0.642 0.485 0.660 0.739
Circulated Neighbors Random Walk Sampler 0.535 0.567 0.632 0.600 0.515 0.641 0.494 0.661 0.701

Breadth First Search Sampler 0.488 0.505 0.534 0.489 0.481 0.602 0.494 0.668 0.736
Jump-Based Random Walk With Jump Sampler 0.535 0.564 0.633 0.603 0.515 0.640 0.497 0.665 0.728

Random Node-Neighbor Sampler 0.535 0.563 0.633 0.602 0.514 0.640 0.508 0.661 0.720
Shortest Path Sampler 0.534 0.563 0.630 0.601 0.515 0.603 0.502 0.664 0.694

Loop-Erased Random Walk Sampler 0.489 0.522 0.560 0.486 0.481 0.634 0.527 0.669 0.746

Table 2: Average AUC scores over 5 runs of each of the economic networks.
Category Missingness Pattern (Sampler) Adamic-Adar Node2Vec Dot Product Preferential Attachment Node2Vec Edge Embedding Jaccard Coefficient MDL-DCSBM Modularity Spectral Clustering Top-Stacking

Edge-Based Random Edge Sampler 0.515 0.588 0.618 0.584 0.510 0.622 0.494 0.698 0.786
Random Node-Edge Sampler 0.508 0.556 0.588 0.549 0.502 0.639 0.481 0.682 0.750
Hybrid Node-Edge Sampler 0.507 0.562 0.598 0.552 0.502 0.658 0.488 0.713 0.813

Random Edge Sampler With Induction 0.689 0.610 0.679 0.648 0.656 0.655 0.507 0.690 0.726
Node-Based Random Node Sampler 0.731 0.587 0.730 0.668 0.659 0.638 0.474 0.690 0.818

Degree Based Sampler 0.735 0.592 0.735 0.665 0.662 0.652 0.474 0.715 0.723
PageRank Based Sampler 0.735 0.594 0.735 0.669 0.662 0.648 0.501 0.688 0.788

DFS Depth First Search Sampler 0.501 0.506 0.507 0.507 0.495 0.655 0.472 0.692 0.738
Neighbor-Based Diffusion Sampler 0.735 0.591 0.736 0.667 0.662 0.623 0.499 0.691 0.793

Forest Fire Sampler 0.735 0.595 0.736 0.671 0.662 0.657 0.491 0.670 0.762
Non-backtracking Random Walk Sampler 0.735 0.599 0.736 0.674 0.662 0.650 0.494 0.701 0.741

Random Walk Sampler 0.735 0.597 0.736 0.666 0.662 0.630 0.510 0.682 0.718
Random Walk With Restart Sampler 0.735 0.596 0.736 0.668 0.662 0.653 0.489 0.678 0.770

Metropolis-Hastings Random Walk Sampler 0.735 0.593 0.735 0.670 0.662 0.665 0.497 0.710 0.755
Circulated Neighbors Random Walk Sampler 0.734 0.588 0.735 0.670 0.662 0.664 0.512 0.697 0.739

Breadth First Search Sampler 0.507 0.534 0.543 0.490 0.502 0.619 0.511 0.691 0.800
Jump-Based Random Walk With Jump Sampler 0.735 0.595 0.735 0.666 0.662 0.677 0.482 0.716 0.777

Random Node-Neighbor Sampler 0.735 0.588 0.736 0.672 0.662 0.663 0.501 0.698 0.767
Shortest Path Sampler 0.731 0.590 0.731 0.668 0.658 0.632 0.489 0.701 0.743

Loop-Erased Random Walk Sampler 0.503 0.556 0.599 0.480 0.497 0.661 0.508 0.677 0.797

Table 3: Average AUC scores over 5 runs of each of the informational net-
works.

Category Missingness Pattern (Sampler) Adamic-Adar Node2Vec Dot Product Preferential Attachment Node2Vec Edge Embedding Jaccard Coefficient MDL-DCSBM Modularity Spectral Clustering Top-Stacking
Edge-Based Random Edge Sampler 0.529 0.600 0.618 0.612 0.525 0.675 0.499 0.638 0.790

Random Node-Edge Sampler 0.513 0.565 0.600 0.567 0.509 0.723 0.503 0.625 0.745
Hybrid Node-Edge Sampler 0.515 0.573 0.603 0.591 0.511 0.727 0.508 0.643 0.816

Random Edge Sampler With Induction 0.643 0.614 0.651 0.653 0.624 0.724 0.525 0.624 0.788
Node-Based Random Node Sampler 0.653 0.605 0.664 0.664 0.624 0.719 0.492 0.637 0.796

Degree Based Sampler 0.659 0.609 0.672 0.677 0.628 0.731 0.498 0.645 0.794
PageRank Based Sampler 0.658 0.608 0.672 0.672 0.628 0.728 0.509 0.630 0.810

DFS Depth First Search Sampler 0.502 0.506 0.510 0.504 0.497 0.713 0.493 0.632 0.762
Neighbor-Based Diffusion Sampler 0.659 0.607 0.671 0.674 0.629 0.677 0.525 0.628 0.801

Forest Fire Sampler 0.658 0.606 0.671 0.673 0.628 0.714 0.498 0.622 0.798
Non-backtracking Random Walk Sampler 0.659 0.612 0.672 0.670 0.629 0.735 0.512 0.632 0.744

Random Walk Sampler 0.659 0.611 0.671 0.676 0.628 0.683 0.518 0.611 0.791
Random Walk With Restart Sampler 0.659 0.610 0.672 0.671 0.629 0.716 0.492 0.643 0.814

Metropolis-Hastings Random Walk Sampler 0.658 0.607 0.671 0.675 0.628 0.722 0.503 0.653 0.796
Circulated Neighbors Random Walk Sampler 0.659 0.610 0.672 0.673 0.628 0.725 0.513 0.638 0.739

Breadth First Search Sampler 0.512 0.553 0.577 0.525 0.508 0.677 0.505 0.637 0.807
Jump-Based Random Walk With Jump Sampler 0.658 0.611 0.672 0.677 0.628 0.711 0.503 0.648 0.795

Random Node-Neighbor Sampler 0.659 0.609 0.672 0.676 0.628 0.717 0.518 0.631 0.792
Shortest Path Sampler 0.657 0.607 0.669 0.674 0.628 0.671 0.510 0.632 0.746

Loop-Erased Random Walk Sampler 0.510 0.561 0.605 0.526 0.505 0.733 0.523 0.619 0.807
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Table 4: Average AUC scores over 5 runs of each of the social networks.
Category Missingness Pattern (Sampler) Adamic-Adar Node2Vec Dot Product Preferential Attachment Node2Vec Edge Embedding Jaccard Coefficient MDL-DCSBM Modularity Spectral Clustering Top-Stacking

Edge-Based Random Edge Sampler 0.566 0.601 0.563 0.663 0.562 0.754 0.824 0.790 0.928
Random Node-Edge Sampler 0.557 0.573 0.521 0.648 0.553 0.781 0.822 0.753 0.906
Hybrid Node-Edge Sampler 0.558 0.578 0.531 0.655 0.554 0.795 0.831 0.816 0.930

Random Edge Sampler With Induction 0.807 0.720 0.610 0.822 0.798 0.821 0.846 0.788 0.876
Node-Based Random Node Sampler 0.890 0.845 0.610 0.919 0.879 0.787 0.822 0.769 0.924

Degree Based Sampler 0.892 0.850 0.613 0.921 0.881 0.800 0.834 0.826 0.894
PageRank Based Sampler 0.892 0.848 0.613 0.919 0.881 0.823 0.850 0.796 0.906

DFS Depth First Search Sampler 0.514 0.523 0.504 0.556 0.510 0.775 0.821 0.763 0.890
Neighbor-Based Diffusion Sampler 0.893 0.850 0.614 0.921 0.882 0.754 0.825 0.782 0.908

Forest Fire Sampler 0.892 0.848 0.612 0.919 0.880 0.785 0.827 0.769 0.929
Non-backtracking Random Walk Sampler 0.892 0.849 0.614 0.921 0.881 0.801 0.840 0.825 0.907

Random Walk Sampler 0.893 0.851 0.614 0.920 0.882 0.757 0.833 0.796 0.889
Random Walk With Restart Sampler 0.892 0.848 0.613 0.919 0.881 0.780 0.821 0.763 0.904

Metropolis-Hastings Random Walk Sampler 0.892 0.849 0.613 0.920 0.881 0.792 0.832 0.824 0.933
Circulated Neighbors Random Walk Sampler 0.893 0.850 0.614 0.921 0.881 0.820 0.849 0.795 0.905

Breadth First Search Sampler 0.601 0.581 0.527 0.692 0.596 0.751 0.822 0.792 0.929
Jump-Based Random Walk With Jump Sampler 0.892 0.849 0.613 0.918 0.881 0.793 0.832 0.820 0.904

Random Node-Neighbor Sampler 0.894 0.852 0.613 0.923 0.882 0.816 0.847 0.796 0.924
Shortest Path Sampler 0.891 0.848 0.611 0.920 0.880 0.748 0.821 0.783 0.911

Loop-Erased Random Walk Sampler 0.560 0.590 0.536 0.663 0.555 0.825 0.856 0.798 0.935

Table 5: Average AUC scores over 5 runs of each of the technological net-
works.

Category Missingness Pattern (Sampler) Adamic-Adar Node2Vec Dot Product Preferential Attachment Node2Vec Edge Embedding Jaccard Coefficient MDL-DCSBM Modularity Spectral Clustering Top-Stacking
Edge-Based Random Edge Sampler 0.511 0.521 0.538 0.561 0.507 0.566 0.556 0.560 0.695

Random Node-Edge Sampler 0.505 0.518 0.533 0.552 0.501 0.578 0.562 0.553 0.684
Hybrid Node-Edge Sampler 0.506 0.513 0.531 0.553 0.503 0.577 0.565 0.559 0.720

Random Edge Sampler With Induction 0.539 0.532 0.535 0.616 0.532 0.579 0.566 0.553 0.686
Node-Based Random Node Sampler 0.542 0.528 0.538 0.634 0.534 0.579 0.551 0.559 0.712

Degree Based Sampler 0.544 0.529 0.540 0.636 0.536 0.582 0.554 0.565 0.675
PageRank Based Sampler 0.544 0.528 0.540 0.637 0.536 0.585 0.556 0.563 0.702

DFS Depth First Search Sampler 0.501 0.503 0.501 0.508 0.497 0.561 0.560 0.559 0.669
Neighbor-Based Diffusion Sampler 0.544 0.530 0.541 0.634 0.536 0.561 0.559 0.557 0.707

Forest Fire Sampler 0.544 0.530 0.540 0.638 0.535 0.576 0.570 0.557 0.706
Non-backtracking Random Walk Sampler 0.544 0.530 0.540 0.637 0.536 0.588 0.578 0.564 0.685

Random Walk Sampler 0.544 0.530 0.541 0.640 0.536 0.572 0.572 0.563 0.692
Random Walk With Restart Sampler 0.544 0.529 0.540 0.634 0.535 0.559 0.553 0.559 0.717

Metropolis-Hastings Random Walk Sampler 0.544 0.529 0.540 0.637 0.536 0.563 0.556 0.562 0.720
Circulated Neighbors Random Walk Sampler 0.544 0.531 0.540 0.636 0.535 0.564 0.567 0.557 0.695

Breadth First Search Sampler 0.504 0.524 0.539 0.517 0.501 0.551 0.559 0.557 0.706
Jump-Based Random Walk With Jump Sampler 0.544 0.531 0.541 0.636 0.536 0.567 0.566 0.563 0.700

Random Node-Neighbor Sampler 0.544 0.529 0.540 0.637 0.536 0.564 0.572 0.560 0.690
Shortest Path Sampler 0.544 0.530 0.540 0.635 0.536 0.557 0.562 0.557 0.663

Loop-Erased Random Walk Sampler 0.504 0.516 0.537 0.529 0.500 0.590 0.584 0.560 0.734

Table 6: Average AUC scores over 5 runs of each of the transportation net-
works.

Category Missingness Pattern (Sampler) Adamic-Adar Node2Vec Dot Product Preferential Attachment Node2Vec Edge Embedding Jaccard Coefficient MDL-DCSBM Modularity Spectral Clustering Top-Stacking
Edge-Based Random Edge Sampler 0.503 0.507 0.503 0.509 0.502 0.476 0.531 0.515 0.583

Random Node-Edge Sampler 0.502 0.505 0.506 0.504 0.501 0.483 0.533 0.510 0.581
Hybrid Node-Edge Sampler 0.502 0.496 0.505 0.504 0.501 0.478 0.534 0.510 0.635

Random Edge Sampler With Induction 0.504 0.502 0.507 0.512 0.503 0.482 0.533 0.511 0.617
Node-Based Random Node Sampler 0.504 0.513 0.508 0.517 0.503 0.478 0.530 0.512 0.575

Degree Based Sampler 0.504 0.510 0.507 0.511 0.503 0.480 0.533 0.516 0.580
PageRank Based Sampler 0.504 0.507 0.508 0.517 0.503 0.478 0.532 0.513 0.585

DFS Depth First Search Sampler 0.500 0.508 0.504 0.500 0.499 0.458 0.551 0.505 0.575
Neighbor-Based Diffusion Sampler 0.504 0.509 0.508 0.519 0.503 0.486 0.536 0.510 0.629

Forest Fire Sampler 0.504 0.503 0.508 0.520 0.503 0.482 0.536 0.520 0.640
Non-backtracking Random Walk Sampler 0.504 0.502 0.508 0.518 0.503 0.478 0.535 0.518 0.623

Random Walk Sampler 0.504 0.510 0.508 0.510 0.503 0.480 0.536 0.520 0.621
Random Walk With Restart Sampler 0.504 0.505 0.508 0.515 0.503 0.473 0.532 0.512 0.636

Metropolis-Hastings Random Walk Sampler 0.504 0.508 0.507 0.524 0.503 0.477 0.531 0.511 0.639
Circulated Neighbors Random Walk Sampler 0.504 0.511 0.509 0.508 0.503 0.477 0.530 0.512 0.608

Breadth First Search Sampler 0.502 0.507 0.503 0.499 0.501 0.480 0.530 0.511 0.593
Jump-Based Random Walk With Jump Sampler 0.504 0.503 0.508 0.517 0.503 0.463 0.556 0.500 0.581

Random Node-Neighbor Sampler 0.504 0.505 0.508 0.507 0.503 0.457 0.555 0.499 0.571
Shortest Path Sampler 0.504 0.506 0.508 0.512 0.503 0.465 0.550 0.501 0.564

Loop-Erased Random Walk Sampler 0.502 0.500 0.504 0.497 0.501 0.476 0.535 0.513 0.643
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