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Emergency Department Decision Support using Clinical Pseudo-notes
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Abstract

In this work, we introduce the Multiple Em-
bedding Model for EHR (MEME), an approach
that serializes multimodal EHR tabular data into
text using “pseudo-notes”, mimicking clinical
text generation. This conversion not only pre-
serves better representations of categorical data
and learns contexts but also enables the effective
employment of pretrained foundation models for
rich feature representation. To address potential is-
sues with context length, our framework encodes
embeddings for each EHR modality separately.
We demonstrate the effectiveness of MEME by
applying it to several decision support tasks within
the Emergency Department across multiple hos-
pital systems. Our findings indicate that MEME
outperforms traditional machine learning, EHR-
specific foundation models, and general LLMs,
highlighting its potential as a general and ex-
tendible EHR representation strategy.

1. Introduction

In recent years, increased access to Electronic Health
Records (EHR) has provided healthcare systems with valu-
able insights into patients’ health histories (Idowu et al.,
2023). This wealth of information makes EHR indispens-
able for inference tasks, especially as the machine learning
community increasingly focuses on healthcare applications.
Both traditional and cutting-edge machine learning tech-
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niques have been harnessed to aid in specific diagnosis and
prognosis tasks (Shickel et al., 2018), with a recent keen
interest in incorporating state-of-the-art foundation models,
such as Large Language Models (LLMs) (Zhao et al., 2023).
These advanced models, pre-trained on extensive and di-
verse textual corpora, offer a broad understanding across
numerous domains, enhancing their adaptability and effec-
tiveness for various complex tasks. Notably, their ability to
generate high-fidelity latent representations can be directly
employed in many classification tasks, often demonstrat-
ing state-of-the-art performance. However, the adoption of
these models, built for natural language and text, has been
hampered by the fact that the canonical form of generally
available EHR data is tabular, and access to textual clinical
notes is generally infeasible due to privacy concerns.

We are particularly interested in integrating Electronic
Health Records with Large Language Models because tradi-
tional machine learning paradigms often struggle with the
heterogeneous nature of EHR data. EHRs are disparate data
sources, encompassing a wide array of data types, including
numerical (e.g., 1ab test results), categorical (e.g., diagnosis
codes, medication types), and free-text data, while spanning
multiple biological domains and scales. This diversity en-
ables comprehensive insights into patient health, treatments,
and outcomes but also presents numerous challenges. For
instance, EHRs frequently include categories with a large
number of classes. Traditional methods like one-hot en-
coding and conventional feature engineering can obscure
the inherent meanings within this data, leading to issues
such as inefficient data ingestion, a lack of contextual un-
derstanding, and sparse data representations. Addressing
these challenges is crucial for making full use of the rich,
yet complex, information EHR systems contain.

Therefore, in this work, we introduce the Multiple Embed-
ding Model for EHR (MEME), an approach that processes
tabular health records and generates textual representations
via our “pseudonotes” method. Using these clinical pseudo-
notes, MEME bridges the gap between tabular EHR data
and modern Natural Language Processing (NLP) techniques.
We also find that adopting a multiple embedding strategy,
where different components of the EHR are encoded sepa-
rately, yields better results compared to trying to fit all our
text into a single heterogenous embedding. We demonstrate
this utility by benchmarking MEME against other EHR
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Pseudo-notes Generation Based On DotPhrases/SmartPhrases

1) Tabular Data

10000032 29410 Dementia

10000464

A0222 Salmonella

»

2) Data Generation

The patient received the following
diagnostic codes: [Code]

]

[Disease]

This patient is a [Age ]year old [Race]

3) Pseudo-notes

The patient received the following
diagnostic codes: [29140], Dementia. ..

This patient is, a 26 year old African
Male...

10000032 | 26 Male African I [Sex] ...
10000464 37 Female Asian
D Pulse Temperature

10000464 97 81.1

The patient had the following vitals:
10000032 | 128 | ... 763 » pulse was [Pulse]... and a temperature of

[Temperature] degrees fahrenheit

The patient had the following vitals: )
» pulse was 128... and a temperature of

76.3 degrees fahrenheit.
J

Figure 1. An Overview of Clinical Pseudo-Notes Generation: From Tabular Data to Text Using DotPhrases/SmartPhrases Commonly

Employed in Healthcare.

methods on prediction tasks related to the emergency depart-
ment. This is an important problem in both machine learning
and healthcare because utilizing a patients health history can
help predict future events or requirements needed from the
emergency department with high precision.

Generalizable Insights about Machine Learning in the
Context of Healthcare

In this work, we evaluate text serialization as an interface
between tabular electronic health records and large language
foundation models. We find our multimodal text serializa-
tion approach which separately considers EHR components
and leverages the general reasoning capacity of language
foundation models outperforms existing models specifically
tailored for healthcare, and that task-specific tuning fur-
ther outperforms prompting-based approaches. While we
demonstrate these capabilities on several benchmark tasks
in the context of the Emergency Department, we expect
these findings to be applicable to other decision support set-
tings. We also observe limitations in the context of cross-site
model generalizability.

2. Related Work
2.1. LLM & Tabular Data

An ongoing research area involves applying LLMs to tabular
data. Several works have focused on using canonical tabular
data with existing foundational models, as referenced in
(Zhang et al., 2023) and (Slack & Singh, 2023). Additional
efforts include utilizing EHR in their canonical form with
foundational models, as seen in ((Shi et al., 2024); (Wang
et al., 2023)). A more recent approach involves constructing
patient summaries directly from tabular data using LLMs
for natural integration into future NLP tasks, highlighted
by (Ellershaw et al., 2024) and (Hegselmann et al., 2024).

However, such methods have not accounted for the potential
for hallucinations by these LLMs, especially in medical
applications, as highlighted by (Lee & Lindsey, 2024).

Therefore, researchers have explored better methods for
converting tabular data into textual formats that harmonize
better with LLMs. There are current efforts proposed by
(Arnrich et al., 2024) to have some standard for EHR data
(Medical Event Data Standard) which comply with existing
models. Other previous works (Hegselmann et al., 2023)to
represent tabular data have led to the development of a novel
concept referred to as “stringified” or serialized tabular data.
This technique transforms tabular data into a text-based
format, either as a simplified list (e.g., Age: 42, Height:
143cm, ...) or through serialized sentences. Such a trans-
formation allows for a more seamless integration of diverse
data types into language models, enabling their analysis
with advanced machine learning techniques. The growing
interest in this area has facilitated the application of state-
of-the-art language models to tabular data, often achiev-
ing superior performance compared to traditional machine
learning models in scenarios with minimal or no training
data. This capability has been demonstrated through a text-
to-text prompt-based approach that uses serialized tabular
data, leveraging the vast knowledge encapsulated within
the parameters of LLMs for various zero-shot and few-shot
learning tasks, as illustrated in (Hegselmann et al., 2023).

Moreover, another study explored the integration of paired
datasets (e.g., images) for game data, incorporating both tab-
ular textual and visual fields cohesively for predictive tasks.
This was achieved using BERT models to handle the textual
component of the datasets (Lu et al., 2023), showcasing
their versatility in processing complex data structures and
blending different types of information seamlessly. Such
integrative approaches suggest new possibilities in applying
LLMs beyond traditional text-based applications.
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2.2. LLMs, Transformers & EHR

Transformer based models and LLMs have also been in-
creasingly applied to EHR data (Kalyan et al., 2022). These
applications tend to fit in one of two paradigms as identi-
fied by (Wornow et al., 2023): One approach that operates
upon structured information captured within the EHR and
another that operates upon clinical text with recent methods
involving multimodal approaches.

Models developed to represent structured EHR data are gen-
erally based on the BERT architecture (Kalyan et al., 2022).
Broadly speaking, these approaches represent the electronic
health record as a sequence of events ((Wornow et al., 2024);
(Hur et al., 2023); (Hur et al., 2022)). For example, BEHRT
and its derivatives CEHR-Bert, construct sequences of di-
agnostic codes and visit metainformation to be compatible
with the BERT framework (Li et al., 2020; 2021; Rasmy
et al., 2021; Pang et al.). They are able to predict future
outcomes of visits following a in-context learning/chain-
of-thought (CoT) approach, now very popularized in LLM
research (Wei et al., 2022). These models are better adapted
to currently available healthcare data due to deidentification
and standardization efforts (e.g., OHDSI/OMOP (noa)).

Notably, nearly all approaches treat EHR data as a sin-
gle heterogeneous data source, despite the fact that EHR
covers data across multiple biological scales and clinical
domains (e.g., billing-related diagnostic codes, molecular
blood tests, vital-sign measurements). Indeed, more re-
cently, EXBEHRT found that separately representing the
components of EHR offers several benefits, including im-
proved performance, shortened sequence length, and fewer
required parameters (Rupp et al., 2023).

Another approach directly operates upon clinical notes,
which are in the form of natural text. The primary advantage
of these approaches is the ability to incorporate pretrained
models, such as GPT, BioBert, PubMedBert, etc. (R. & P.,
2021; David et al., 2020). However, these data are challeng-
ing to acquire, with nearly all applications restricted to a
single database (MIMIC-III, (Johnson et al., 2016)). Re-
cently, efforts have been made to begin multimodal analysis,
where groups analyze different data from the EHR (imaging,
waveforms, etc.) for predictive tasks. MC-BEC uses all
available data within their in-house dataset and performs a
multilabel classification on various EHR tasks (Chen et al.,
2023). Other attempts have unified imaging data with text
(Khader et al., 2023), and imaging data with structured EHR
for various analyses (Zhou et al., 2023).

Therefore, in this work, with the continued development
of transformer and LLM methods, we develop our own ap-
proach that can capture a joint representation of multimodal
(e.g. arrival, triage, etc.) structured EHR data. We do so
by constructing “pseudo-notes” out of raw EHR tabular

data contained within the MIMIC-IV and our institutional
dataset. We then feed this data into a foundation model
encoder to obatin representations before finally processing
it through a feed forward network with self attention to train
a classifier model to predict various binary classification
tasks related to the emergency department.

3. Benchmarks

This paper focuses on binary prediction tasks around Emer-
gency Department disposition and decompensation defined
in (Chen et al., 2023). We test our multimodal method’s
ability to be used in both single classification and multilabel
classification tasks benchmarked against other tabular-based
and textual-operating machine learning models. This assess-
ment aims to demonstrate the performance advantages of
adopting a text-based and multiple embedding strategy.

3.1. Benchmark tasks

1. ED Disposition (Binary Classification): Our first ob-
jective is to predict ED Disposition, determining where
patients were sent after their Emergency Room visit,
based on EHR measurements recorded during their
stay in the ED. We frame this as a binary classifica-
tion problem, distinguishing whether the patient was
discharged home or admitted to the hospital.

2. ED Decompensation(Multilabel Binary Classifica-
tion): Our subsequent objective is to analyze the subset
of patients admitted to the hospital and predict vari-
ous other measures related to the ED. In this set of
tasks, we adopt a multilabel binary classification ap-
proach, where the model predicts three separate ED
tasks simultaneously. The first task involves predicting
the patient’s next discharge location, distinguishing
between home and other facilities (not home). The
second task is predicting the requirement for Intensive
Care Unit (ICU) admission. And the last task is predict-
ing patient mortality, specifically whether the patient
dies during their hospital stay.

Table 1. Prevalence Statistics for Different Benchmark Tasks in the
MIMIC-IV and Institutional Datasets, indicating the proportion of
samples in which these outcomes occurred.

TASK MIMIC-IV  INSTITUTIONAL
ED DISPOSITION 0.395 0.253
DISCHARGE LOCATION 0.449 0.381
ICU 0.197 0.157
MORTALITY 0.029 0.031

In Table 1, we detail the classification objectives and provide
a summary of dataset statistics related to the prevalence of
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each label in these tasks.

3.2. Data Source

Our study sources data from the Medical Information Mart
for Intensive Care (MIMIC)-IV v2.2 database (Johnson
et al.) and further evalution is done on our Institutional
EHR database. We detail the components of this database
to further explore the data inputs for our model.

e MIMIC-IV ED (Johnson & et al., 2023): For these
downstream tasks, the EHR concepts (modalities) uti-
lized include: arrival information, capturing patient
demographics and means of arrival; friage, document-
ing patient vitals and complaints at the time of arrival;
medication reconciliation (medrecon), detailing prior
and current medications taken by the patient; diagnos-
tic codes (ICD-9/10 codes) assigned for diagnosis; as
well as measurements collected throughout the ED stay,
including patient vitals and medications received from
pyxis. All data points across modalities can be com-
bined using a unique Visit or Hospital admission ID
(Hadm_id) and can also be connected to all prediction
labels.

L]

Institutional Database: In our Institutional data, we
have access to all data modalities from the MIMIC-
IV database with the exception of medication recon-
ciliation (medrecon). However, there may be slight
variations in the data across modalities due to the lack
of consistency in features in different EHR systems.
Our approach is to model our pseudo-notes so that they
closely resemble each other. Similar to the MIMIC-IV
database, all modalities in our institutional data can
be linked using a hospital admission ID and are also
associated with all prediction labels.

In the MIMIC-IV database, we analyzed 400,019 unique
visits, each associated with six modalities, contributing to
a dataset size of approximately 2.4 million text paragraphs.
For predicting ED Disposition, we use the available data for
training, validation, and testing with a set seed for repro-
ducibility purposes. For the three decompensation predic-
tion tasks, we utilize the subset of visits who were admitted
to the hospital from the ED, resulting in a sample size of
158, 010 patients. Additionally, in the institutional database,
we have a much larger sample size of 947, 028 patients with
5 available modalities (excluding medrecon), resulting in
approximately 4.75 million text paragraphs derived from
the EHR. We use all available data for the ED disposition
task, and the 240, 161 admitted patients were used for de-
compensation prediction. Further breakdowns can be seen
in our strobe diagrams attached in the appendix (Section
A.l).

4. Methods
4.1. Clinical Pseudonotes Method

We begin by detailing the pseudo-notes method, which was
developed in collaboration with a clinical informaticist at
our institution. Although various approaches for text gen-
eration using Large Language Models (LLMs) have been
explored (Hegselmann et al., 2024) (Ellershaw et al., 2024),
we identify potential pitfalls in current methodologies due
to issues related to hallucinations, as described in (Hegsel-
mann et al., 2024) and (Lee & Lindsey, 2024). To address
these challenges, we employ a more traditional serialization
process mimicking SmartPhrases/DotPhrases on the Epic
EHR system (Chang, 2021), which assists in accurately fill-
ing in relevant clinical information within a fixed passage
to generate the pseudo-notes as shown in Figure 1. We con-
struct separate notes for each clinical modality (e.g., arrival,
triage, etc.), resulting in six paragraphs for each patient visit.
Additionally, we omit any patient identifiers within the text
to mitigate the risk of overfitting on these unique identi-
fiers (e.g., Patient ID, Hospital Admission ID, etc.). While
there may be concerns surrounding the similarity between
texts, we find that running a BERTopic (Grootendorst, 2022),
which is analogous to Latent Dirichlet Allocation (LDA),
finds unique topics within our corpus of pseudo-notes text.
Example Pseudo-notes are attached in the Appendix (A.2).

4.2. Multiple Embedding Model for EHR (MEME)
Architecture

In this section, we outline our model architecture, which is
crucial to our end-to-end pipeline. These networks are tai-
lored to process preprocessed and tokenized textual inputs,
outputting logits for each class. The class with the highest
probability is then selected as the predicted class. We begin
by explaining that this approach is designed to embed a
patient’s modalities separately, accommodating the variable
textual lengths associated with different patient visits as
described in (Rupp et al., 2023). This strategy addresses a
limitation of the BERT architecture, which has a sequence
limit of 512 tokens. This method is preferable to the trunca-
tion involved in fitting all text into a single heterogeneous
embedding, as it better preserves the integrity of the input
data and it omits any concerns regarding different ordering
strategies. A direct comparison of these approaches can
be seen in Figure 2 which shows our proposed architec-
ture (MEME) over the conventional single heterogenous
embedding approach (MSEM).

4.2.1. STEP 1: GENERATING EMBEDDINGS

In the initial step of our model, we aim to generate em-
beddings for each EHR concept by feeding tokenized data
into our foundational models’ encoders, which produce rich,
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Multiple Embedding Model for EHR (MEME)

Multimodal Single Embedding Model (MSEM)
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Figure 2. The Multiple Embedding Model for EHR (MEME) and the Multimodal Single Embedding Model (MSEM) side by side.

high-dimensional vector representations encapsulating var-
ious aspects of a patient’s medical history. We choose to
freeze the encoder layers, focusing on the training param-
eters of the subsequent layers dedicated to the prediction
task. After generating embeddings for all concepts, we
concatenate them into a unified input vector for further pro-
cessing. This procedure can be mathematically represented
as follows: In the model’s first phase, modality-specific
pseudo-notes are processed and structured into a tokenized
format, denoted Diogenized, Which outlines a series of unique
medical concepts or characteristics (¢;) derived from a pa-
tient’s records. Each concept undergoes transformation via
the foundation models’ encoder into a high-dimensional
vector ¥;, capturing clinical information via context-rich
portrayals of each EHR concept. These vectors are then
unified into a comprehensive vector ‘_/::oncat through concate-
nation, laying the groundwork for our multimodal patient
embeddings.

¥; = FoundationModel(¢;) Ve¢; € Diokenizea (1)

Veoncat = Concatenate (¥, Ua, . . . , Uy) 2)

4.2.2. STEP 2: SELF-ATTENTION CLASSIFIER

In the second step of our network, we introduce a new use
case of a self-attention layer (Vaswani et al., 2017) designed
to analyze the singular concatenated representation vector,
‘Zonca[, as a unified entity. This approach arises from our
intention to interpret aligned modalities collectively, rather
than as separate entities, allowing the network to operate
comprehensively on the entire vector. It evaluates the rela-
tionships between elements within the vector, capturing pat-
terns across different EHR concept vectors. The output from
this layer is then directed through a fully connected layer,
followed by a ReLLU activation function, before being fed
into the final classifying layer for prediction. This method,
characterized by a unified analysis and attention-based pro-
cessing, distinguishes our approach from traditional models
and is pivotal to the enhanced predictive capabilities of our
framework. Mathematically, this process involves transform-
ing the input vector ‘700“03‘ into an attention vector \Zmemion

using the self-attention mechanism, further processing it
through a fully connected (FC) layer and a Rectified Linear
Unit (ReLU) activation to obtain a refined feature vector
‘7)“0, as outlined below:

V;anention = SelfAttention( _)concat) (3)
Ve = ReLUFC (Vigeention)) €5
Z= Classiﬁer(Vfc) Q)

The model leverages these refined features, Vfc, in a classi-
fier to produce logits 2, subsequently processed to predict
probabilities for ED Disposition or ED Decompensation
tasks. The classifier’s output is optimized by minimizing
Cross Entropy Loss L, ensuring alignment of predicted
probabilities  with true labels y;. For multi-label tasks like
ED Decompensation, each logit Z; ; undergoes individual
sigmoid activation o, and the model’s training involves min-
imizing a tailored Cross Entropy Loss that aggregates binary
cross-entropy losses across all labels for each observation,
capturing the multi-label aspects of the data effectively.

4.3. Preprocessing & Model Optimization
4.3.1. MISSING DATA IMPUTATION AND TOKENIZATION

Tabular EHR are converted into pseudo-notes using
predefined templates as described above. To repre-
sent missing data entries, we incorporate filler sen-
tences such as "The patient did not receive
any medications" in cases where the medication rec-
onciliation (medrecon) modality data is missing. We apply
this method to all six modalities before feeding them into our
tokenizer derived from the MedBERT model. This model
utilizes a subword tokenizer optimized to handle out-of-
vocabulary (OOV) words by segmenting words into smaller
subword tokens or subword pieces, with a vocabulary size
of 28,996 subword tokens. We then split our dataset into
training, validation, and testing sets using a fixed seed to
ensure the replicability of the results found in this study,
thus concluding the data preprocessing phase.



Emergency Department Decision Support

Performance on ED Disposition: MIMIC Dataset
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Figure 3. The benchmark of various foundation models evaluated on ED Disposition. We also explore the model that best generalizes
with an additional proprietary institutional dataset for foundation model selection. However, as displayed, all models have trouble with

generalization.

4.3.2. MODEL OPTIMIZATION

The models were trained with a batch size of 64, a dropout
rate of 0.3, the AdamW optimizer with a learning rate of
5e-5, and a linear learning rate scheduler. For the ED dis-
position task, we employed Cross-Entropy Loss, and for
multilabel decompensation classification, we used Binary
Cross-Entropy (BCE) Loss. Training proceeded until a min-
imum was reached in the validation loss across 10 epochs
with early stopping implemented. We tracked F1 scores and
loss after each epoch to assess the model’s effectiveness.
Our computational framework was developed in Python’s
PyTorch, using large language models available on the Hug-
gingFace (Wolf et al., 2019) Platform. For development
purposes, we utilized the g4dn.4xlarge EC2 instance from
AWS Cloud Services. The model’s training and testing
were conducted on a single Tesla V100 GPU with 16GB of
VRAM to ensure efficient processing.

5. Results
5.1. Model optimization
5.1.1. EMBEDDING MODEL SELECTION

We evaluate five different BERT-based models, as well as
two other large language models, as potential foundation
model backbones for our task, assessing their embedding
quality and generalization capabilities. The models under
consideration are shown in Appendix Section (A.3) in Table

5 with descriptions for each model. We elected to utilize a
BERT-based approach due to its bidirectional embeddings,
which provide a more complete view of the context around
each word. This allows better reasoning about a word’s
meaning and role for prediction tasks like the ones presented
in this work. In contrast, GPT’s left-to-right embeddings
may miss important contextual cues from future words, lim-
iting their effectiveness for many prediction tasks that re-
quire joint understanding of the full context ((Ethayarajh,
2019); (Schomacker & Tropmann-Frick, 2021); (Topal et al.,
2021)).

The foundation model backbones are evaluated for their
effectiveness and generalization capabilities on our specific
ED Disposition reference task, with the goal of selecting the
most suitable option for our use case as the multiple embed-
ding model for EHR (MEME). The results are displayed in
Figure 3. From this analysis we find Medbert (Vasanthara-
jan et al., 2022), which was built on top of (Alsentzer et al.,
2019), to be the most suitable foundation model.

5.1.2. MULTIMODAL VS UNIMODAL EHR
REPRESENTATION

We conduct an ablation study to highlight the benefits of
adopting a multimodal data and multiple embedding ap-
proach, as illustrated in Figure 4. Further results tables can
be seen in Appendix Section (A.4). This analysis allows
us to identify which modalities are most indicative of pre-
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Figure 4. We performed an ablation study where each modality
was used alone to predict the ED Disposition reference task, show-
casing the added value of a multimodal data approach.

dicting Emergency Department Disposition based on sets
of AUROC and AUPRC results. We observe that no single
modality on its own can outperform MEME, as demon-
strated through direct comparisons. Additionally, we bench-
mark MEME against a model designed to encapsulate all
multimodal information within a single, heterogeneous em-
bedding. We find that this model’s predictive capability is
somewhat diminished which is consistent with (Rupp et al.,
2023) due to truncation and sequence length limitations.
This comparison further supports our decision to employ a
multiple embedding strategy.

5.2. MEME vs. reference models

Table 2. Benchmark study F1. A * denotes that the model operated
on tabular data, and a  denotes the model operated on textual

(pseudo-notes) data.
F1 Benchmark ‘

Dispositon Decompensation

Model ED Disposition Discharge Icu Mortality
Logistic Regression (Baseline) * 0.799 £ 0.025 | 0.549 £ 0.033 0.427 4+ 0.036 0.095 + 0.026
Random Forest (Baseline) * 0.826 £ 0.013 | 0.625 4 0.026 0.544 + 0.048 0.175 + 0.094
MLP * 0.841 £0.010 | 0.612£0.013 0502+ 0.019  0.097 +0.023
GenHPF (Hur et al., 2023) * — — — —
EHR-Shot(Wornow et al., 2024) * | 0.874 +£0.003 | 0.691 £0.008  0.560 £ 0.008  0.036 = 0.003
MC-BEC(Chen et al., 2023) 0.912£0.002 | 0.653£0.006  0.545+0.006  0.127 +0.014
GPT3.5-turbo { 0.764 + 0.000 — — —
MSEM { 0.893 £ 0.003 | 0.622+£0.007  0.334£0.008  0.072 +0.014
MEME 0.943 £ 0.003 | 0.698 £ 0.007  0.572+0.014  0.137 +0.035
Table 3. Benchmark study AUROC.
AUROC Benchmark Dispositon Decompensation
Model ED Disposition Discharge Mortality
Logistic Regression (Baseline) * | 0.863 £ 0.012 | 0.852 £ 0.014 0.807 £ 0.017 0.768 £ 0.019
Random Forest (Baseline) * 0.902 £0.010 | 0.862+0.014  0.903 = 0.016  0.847 = 0.055
MLP * 0.871 £0.018 | 0.802+0.011  0.767 & 0.011 0.786 = 0.013
GenHPF * — 0.850 =+ 0.000 — 0.870 =+ 0.000
EHR-Shot * 0.790 £ 0.031 | 0.743 4 0.007 0.821+£0.18 0.827 £ 0.009
MC-BEC { 0.968 £ 0.002 | 0.708 +0.006  0.818 +0.014  0.815 4 0.006
MSEM{t 0.948 £0.002 | 0.5524+0.008  0.5224+0.009  0.546 &= 0.023
MEME 0.991 £ 0.001 | 0.799 +0.006  0.870 +0.015  0.862 + 0.006
Table 4. Benchmark study AUPRC.
AUPRC Benchmark Dispositon Decompensation
Model ED Disposition Discharge Mortality
Logistic Regression (Baseline) * | 0.874 + 0.027 | 0.628 + 0.036 0.618 £0.034  0.051 £0.034
Random Forest (Baseline) * 0902 £0.012 | 0.645+£0.036  0.57140.047  0.102 4 0.044
MLP * 0.866 = 0.018 | 0.630 £0.024  0.581£0.026  0.077 &+ 0.033
GenHPF * — — — —
EHR-Shot * 0.878 £ 0.007 | 0.655+0.012  0.655+0.017  0.246 + 0.030
MC-BEC { 0.935 £0.003 | 0.657 £ 0.009 0.608 =+ 0.09 0.174 £ 0.025
MSEM t 0.890 £ 0.005 | 0493 £0.010 0216 £0.009  0.037 & 0.006
MEME 0.983 £ 0.002 | 0.765 £ 0.008  0.709 & 0.012  0.243 = 0.034

established by previous research (Xie et al., 2022), within
the domain of Emergency Medicine. This benchmarking
study informed comparing various frameworks previously
worked on in the literature as previous state of the art in
Emergency Medicine analyses in the case of binary classi-
fication. In addition we included several benchmarks from
related studies, adopting the methodology of their frame-
work for our tasks.

These comparisons were run within and across datasets.
The metrics used for evaluation include the F1 scores, the
Area Under the Receiver Operating Characteristic Curve
(AUROC), and the Area Under Precision-Recall Curve
(AUPRC). To ensure robustness, 95% confidence intervals
were generated for each metric by resampling the test set
1,000 times. Our results—comprised of F1 scores, AUROC
scores, and AUPRC scores—are presented in Tables (2, 3,
4).

5.2.1. MEME VS TRADITIONAL ML

We observed that MEME generally surpasses the perfor-
mance of traditional techniques operating upon tabular EHR
Tables 2, 3, 4. We evaluated MEME against a logistic
regression, random forest, and neural network model pro-
posed on a previous benchmark (Xie et al., 2022), operating
over tabular EHR prior to pseudonote generation. Although
the Random Forest exhibits a competitive advantage in its
AUROC, the imbalanced nature of these tasks makes the
benchmarking more nuanced, as it performs inadequately
under AUPRC (Saito & Rehmsmeier, 2015).

5.2.2. MEME vs EHR FOUNDATION MODELS

EHR-specific foundation models have been recently devel-
oped and have shown predictive capabilities across a variety
of healthcare applications. We selected the following refer-
ence EHR FMs:

1. GenHPF (Hur et al., 2023): This specialized model
leverages the SImCLR framework for self-supervised
learning of representations to predict outcomes. '

2. EHR-Shot (Wornow et al., 2024): Utilizes the CLMBR-
T Base Transformer, as proposed by (Steinberg et al.,
2021), to generate patient representations from struc-
tured electronic health records (EHR) data, sourced
from JSON files. These representations are subse-
quently employed to pursue our classification objec-
tives, mirroring the strategy used in MEME.

3. MC-BEC (Chen et al., 2023): Adopts the model ar-

In our study, we evaluate the performance of the Multiple
Embedding Model for EHR (MEME) against methodologies

'We keep in mind that this method utilizes all the available
data from the MIMIC I1I, MIMIC-1V, and eICU datasets to form
predictions while our method only uses that within the MIMIC-1V
ED.
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chitecture outlined by Chen et al., which employs em-
beddings generated from multiple foundational models
((Huang et al., 2019); (Yan et al., 2022)). These em-
beddings are then used in a Light Gradient Boosting
Model (LGBM) for prediction.

We observed that MEME outperformed MSEM, MC-BEC,
EHR-shot models ? in this evaluation. We observe that
GenHPF outperforms MEME in the AUROC metric, which
can be directly compared with our method. However, it
is worth mentioning that their approach incorporates all
available EHR data from three databases (MIMIC III, 1V, &
eICU) to inform these predictions, and thus test set signal
may have leaked into the available model weights. Ad-
ditionally, it is important to note that AUROC alone may
not adequately reflect true performance, particularly in the
context of our imbalanced classification objectives.

5.2.3. MEME vs MSEM

Consistent with our prior analysis of multimodal EHR repre-
sentation, we found that MEME significantly outperformed
single-modality embedding (MSEM) across all tasks (Tables
2, 3, 4). A primary rationale for the discrepancy between
MEME and MSEM could be attributed to MedBERT’s, and
more generally BERT architectures’, token sequence length,
which truncates all input after reaching its 512-sequence
limit.

5.2.4. MEME vs LLM PROMPTING

Given the emergent capabilities of generative Al models
(e.g. GPT (Radford et al., 2018), LLaMA-2 (Touvron et al.,
2023), Claude, etc.), we investigated predictive performance
of MEME relative to a zero-shot prompting approach. We
compared the MEME classifier and a zero-shot GPT-3.5-
Turbo API using 100 random samples to predict ED dispo-
sition. Although our study’s sample size is relatively small,
we observed a performance gap displayed in Table 2, indicat-
ing that training a classifier remains preferable for accurate
predictions. An additional plot is attached is shown in the
appendix Section A.5. Even though GPT-3.5-Turbo exhib-
ited performance beyond a random prediction, our findings
underscore the continued importance of our approach.

5.3. Generalizability of our Method

A recent critique of healthcare Al applications identified the
lack of external validation and therefore potential overfitting
to existing publicly available data. Indeed, we observed
that while our approach and our reference models displayed

’The authors have noted that their CLMBR-t transformer does
not support non-OMOP vocabulary contained in the MIMIC-IV
database, potentially affecting its performance. We highlight this
as a limitation in their EHR-shot model.

strong within-dataset performance using a train-test split,
performance was reduced when externally validated across
institution (Figure 5). These results are analogous to the
study of (Jiang et al., 2023), who identified that fine-tuning
on local hospital systems can improve general performance
due to differences caused by demographics, locality, health-
care accessibility and more.

AUROC and AUPRC Values Within & Across Datasets
0985 g g79 U991 0.983

1.0

s AUROC
AUPRC

0.8

Values

INST-INST MIMIC-MIMIC INST-MIMIC MIMIC-INST
Datasets

Figure 5. Comparative Analysis of AUROC and AUPRC Values
for Intra- and Inter-Dataset Evaluations: This bar chart illus-
trates the AUROC and AUPRC values of different models, where
the models themselves are represented by their training and test-
ing datasets (e.g., MIMIC-MIMIC). INST stands for institutional
dataset.

We performed a qualitative error analysis on the top 10 and
bottom 10 scoring exemplars in our Institutional dataset to
gain insight into this performance gap. Concordant cases
were defined as those which the model scored highly and
were correctly identified, or scored lowly and correctly not
flagged, and Discordant cases were defined as vice versa. No
systematic patterns or patient attributes were immediately
apparent from investigating the decision making of this
model in these groups, necessitating future study.

However, we observed a distribution shift between datasets
in terms of EHR features. We compared the unique tabular
values across the two EHR databases and observed only
moderate overlap between values and concepts (Figure 6).
For a more detailed perspective see appendices (Section
A.6). This might reflect systematic differences in patient
populations or hospital protocols.

6. Discussion & Conclusion

In this paper we introduce a Multimodal Embedding Model
for EHR (MEME), a representation framework for EHR.
MEME is built upon two core concepts: 1) The text serial-
ization of tabular EHR into pseudo-notes, which provides
an interface with language foundation models; and 2) the
multimodal framing of EHR to reflect the heterogeneity
of the underlying data. We demonstrate that this combina-
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Venn Diagram of Unique Elements Across All
Modalities in Institutional and MIMIC Datasets

216122 16983 69075

MIMIC

Institutional

Figure 6. Venn Diagram of Unique Features across all modalities
respective of both EHR Systems. Note the large differences in
features indicating a distribution shift.

tion outperforms traditional ML techniques, EHR-specific
foundation models, and prompting-based approaches across
decision support tasks in the Emergency Department.

In addition to the performance advantages demonstrated
by our experiments, MEME has several qualitative bene-
fits in terms of portability and extendibility. EHR-specific
models, such as BEHRT (Li et al., 2020), CHIRoN (Hill
et al., 2023), EHR-shot (Wornow et al., 2024), etc., rely on
data standards and transparent harmonization procedures
to ensure interoperability, and their general applicability
is severely hampered by the fact that these standards are
still being developed and evaluated (e.g., MEDS_ETL vs
OMOP). It is also unclear how these models should be ex-
tended to accommodate new and updated medical concepts
(Arnrich et al., 2024). By contrast, the natural language ap-
proach is extendible to any data that can be text-serialized,
which is more easily adopted by institutions, and can more
gracefully handle changes in coding standards, all the while
leveraging general reasoning capabilities and increasing
medical domain knowledge captured by LLMs. While all of
our findings were demonstrated within the Emergency De-
partment setting, we hypothesize that they should generalize
into other common decision support scenarios.

Limitations One crucial limitation of the model is the
poorly performing external validity caused by the heteroge-
nous nature of two EHR datasets. We saw in our results that
it is likely that protocols around patient care vary across site
and over time such that the same patient would experience
different outcomes depending on when and where they ex-
perienced care. Therefore we conclude that current models
developed on the publicly available MIMIC-IV ED dataset
appear to be insufficient for ensuring true generalization
across diverse healthcare systems.

Another limitation of this work is our inability to release
our private institutional data, due to privacy restrictions

and university policy. This highlights the significance of
independent benchmarks, and underscores the necessity of
external validation, including benchmark datasets and tasks
such as MC-BEC (Chen et al., 2023).

Future Works Our Pseudo-notes approach can be ex-
tended beyond classification tasks. These applications en-
compass, but are not limited to, Retrieval Augmented Gen-
eration (RAG), recommendation systems, summarization,
and other clinical tasks associated with textual modalities.
Additionally, another promising direction could involve pre-
training a Large Language Model from scratch utilizing
pseudo-notes sourced from multiple institutions. This ap-
proach aims to build a pre-trained model fundamentally
based on structured Electronic Health Records, potentially
enhancing its relevance and efficacy in healthcare contexts.

6.1. Impact Statement

The goal of this work is to advance the field of Machine
Learning in Healthcare, and thus presents a novel potential
interface between modern NLP (LLMs) and clinical data.
However, this work does not directly address issues involv-
ing performance and bias of all forms within LLMs and thus
potentially introduces these issues into healthcare applica-
tions. This, coupled with our limited inter-site performance,
highlight an urgent need for inter-site validation and further
study before these models can leave the laboratory.

Code and Data Code, Data, and MIMIC-IV ED based
model weights on HuggingFace will be made available in
the camera ready version.
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A. Appenidx
A.1. Strobe Diagrams of Our Data

We include Strobe Diagrams of our two datasets to give the breakdown numbers of our data pictured if Figure 7.
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Figure 7. Strobe Diagrams for both MIMIC-IV ED and our Institutional ED Dataset
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A.2. Example Pseudonotes

In Section 4.1, we referred to the appendix to provide a verbose exploration of our pseudo-notes generation process, offering
more detailed and illustrative examples. Building upon the foundation laid out earlier, we utilize color coordination to clearly
delineate the distinctions between information sourced directly from our raw EHR data and content that was dynamically

generated through our script.

Arrival Information

Patient 10000032, a 52 year old white
female, arrived via ambulance at 2180-
05-06 19:17:00. The patient’s marital
status is widowed. The patient’s insur-
ance is other. The patient’s language
is english.

Emergency Department Disposition

The ED disposition was admitted at
2180-05-06 23:30:00. The patient
died on 2180-09-009.

Triage

At triage: temperature was 98.4, pulse
was 70, respirations was 16, 02 satu-
ration was 97, systolic blood pressure
was 106, diastolic blood pressure was
63, pain was 0, chief complaint was
abd pain, abdominal distention. Acu-
ity score was 3.

Medrecon

The patient was previously tak-
ing the following medications: al-
buterol sulfate, asthma/copd ther-
apy - beta 2-adrenergic agents, in-
haled, short acting. peg 3350-
electrolytes, laxative - saline/osmotic
mixtures. nicotine, smoking deter-
rents - nicotine-type. spironolactone
[aldactone], aldosterone receptor an-
tagonists. emtricitabine-tenofovir [tru-
vada], antiretroviral - nucleoside and
nucleotide analog rtis combinations.
raltegravir [isentress], antiretroviral
- hiv-1 integrase strand transfer in-
hibitors. spironolactone [aldactone],
diuretic - aldosterone receptor antag-
onist, non-selective. furosemide, di-
uretic - loop. ipratropium bromide
[atrovent hfa], asthma/copd - anti-
cholinergic agents, inhaled short act-
ing. ergocalciferol (vitamin d2), vita-
mins - d derivatives.

14

Patient Vitals

The patient had the following vitals:
At 2180-05-06 23:04:00, temperature
was 97.7, pulse was 79, respirations
was 16, 02 saturation was 98, sys-
tolic blood pressure was 107, diastolic
blood pressure was 60, pain was 0.

Pyxis

The patient received the following
medications: At 2180-08-05 22:29:00,
morphine were administered. At 2180-
08-05 22:55:00, donnatol (elixir),
aluminum-magnesium hydrox.-simet,
aluminum-magnesium hydrox.-simet,
ondansetron, ondansetron were admin-
istered.

Diagnostic Codes

The patient received the following di-
agnostic codes: ICD-9 code: [78959],
other ascites. ICD-9 code: [07070],
unspecified viral hepatitis ¢ without
hepatic coma. ICD-9 code: [5715],
cirrhosis of liver nos. ICD-9 code:
[vO8], asymptomatic hiv infection.
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A.3. Foundation Model Descriptions for Model Selection Experiment

A Table of the foundation models that we used to select the MEME model along with their descriptions are found in Table 5.

Table 5. The foundation models evaluated for becoming the backbone for MEME.

Model Description

BioBERT (Lee et al., 2020) A BERT variant pretrained on large biomedical corpora,
enabling it to better capture domain-specific linguistic
patterns and outperform general BERT on biomedical
text mining tasks like named entity recognition, relation
extraction, and question answering.

Bio_Clinical BERT (Alsentzer et al., 2019) Initialized with BioBERT and further pretrained on clin-
ical notes from the MIMIC III database ( 880M words),
this model is designed for tasks involving electronic health
records from ICU patients.

ClinicalBERT (Huang et al., 2019) Pretrained on a large clinical corpus of 1.2B words span-
ning diverse diseases and fine-tuned on over 3 million
electronic health records, this model is well-suited for
clinical NLP tasks due to its understanding of medical
terminology and health record data.

DistilBERT (Sanh et al., 2019) A lightweight and faster version of BERT, designed for
efficient inference on resource-constrained devices while
retaining most of BERT’s performance on various NLP
tasks.

MedBERT (Vasantharajan et al., 2022) A model initialized with Bio_Clinical BERT and further
pretrained on biomedical datasets like N2C2, BioNLP, and
CRAFT, tailored for biomedical named entity recognition
tasks involving diseases, drugs, genes, and other health-
care concepts.

TS (Raffel et al., 2020) Pretrained on a massive text corpus using a text-to-text de-
noising objective, this encoder-decoder transformer model
can be flexibly applied to various NLP tasks like transla-
tion, summarization, and question answering by framing
them as text-to-text problems.

XLNet (Yang et al., 2019) A generalized autoregressive pretraining method that com-
bines the advantages of autoregressive language model-
ing and the permutation-based approaches used in BERT.
It captures bidirectional contexts by maximizing the ex-
pected likelihood over all permutations of the input se-
quence factorization order.
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A.4. Ablation Study Table

We display the raw performance metrics from our ablation study of the various modalities contributing to the multiple tasks
proposed in our work on the MIMIC IV ED dataset. The complete set of results is displayed in Tables 6, 7, 8. We note that

no modality alone beat out the MEME model which took on a multimodal approach.

Table 6. F1 Scores for MIMIC-IV ED Dataset Ablation Study Across Different Tasks.

F1 BENCHMARK DISPOSITON DECOMPENSATION

MODALITY ED DISPOSITION DISCHARGE ICU MORTALITY
ARRIVAL 0.895 + 0.003 0.533 +0.008 0.041 4+ 0.009 0.063 4+ 0.005
CODES 0.613 +0.003 0.572 + 0.008 0.054 4+ 0.009 0.055 4+ 0.004
MEDRECON 0.625 + 0.005 0.525 +0.009 0.029 4+ 0.005 0.054 4+ 0.004
PYXIs 0.564 + 0.004 0.478 + 0.009 0.167 +0.015 0.060 4+ 0.005
TRIAGE 0.596 + 0.005 0.403 +0.010 0.367 £ 0.015 0.055 4+ 0.004
VITALS 0.619 £+ 0.005 0.366 + 0.009 0.160 +0.013 0.067 4+ 0.006
MEME 0.943 + 0.003 0.698 + 0.007 0.572 +0.014 0.137 + 0.035

Table 7. AUROC Scores for MIMIC-IV ED Dataset Ablation Study Across Different Tasks.

AUROC Benchmark Dispositon Decompensation

Modality ED Disposition Discharge ICU Mortality
Arrival 0.940 £ 0.002 | 0.689 £0.007  0.682 £0.009  0.709 £ 0.019
Codes 0.715 £ 0.005 | 0.658 £0.007  0.714 £0.008  0.709 £ 0.020
Medrecon 0.709 £ 0.004 | 0.644 +£0.007  0.622 £0.009  0.668 + 0.021
Pyxis 0.498 £ 0.005 | 0.616 £0.008  0.704 £0.009  0.705 £ 0.024
Triage 0.677 £0.004 | 0.647 £0.007  0.758 £0.008  0.736 £ 0.020
Vitals 0.720 £ 0.004 | 0.598 £0.008  0.733 £0.008  0.740 &+ 0.021
MEME 0.991 £+ 0.001 | 0.799 +0.006  0.870 £ 0.015  0.862 + 0.006

Table 8. AUPRC Scores for MIMIC-IV ED Dataset Ablation Study Across Different Tasks.

AUPRC Benchmark Dispositon Decompensation

Model ED Disposition Discharge ICU Mortality
Arrival 0.861 £ 0.005 | 0.625+0.010  0.376 +£0.014  0.076 + 0.013
Codes 0.645 £ 0.007 | 0.595 +0.011 0410 +£0.014  0.061 £ 0.008
Medrecon 0.589 £ 0.007 | 0.579 +£0.010  0.286 = 0.010  0.049 = 0.006
Pyxis 0.391 £0.005 | 0.561 +0.011 0484 £0.015  0.112 +£0.022
Triage 0.552 +£0.008 | 0.579 £ 0.011 0.504 £0.015  0.100 £ 0.017
Vitals 0.623 £0.007 | 0.544 £0.010  0.430+£0.014  0.087 £ 0.014
MEME 0.983 £+ 0.002 | 0.765 +0.008  0.709 +0.012  0.243 + 0.034
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A.5. GPT3.5-Turbo Prompt

I from openai import OpenAIl

> client = OpenAI ()

4 completion = client.chat.completions.create (
5 model="gpt-3.5-turbo",

6 messages=|[

7 {"role": "system", "content": "You are a medical officer, skilled in determining
whether a patient should be admitted to the Emergency Room or not."},

8 {"role": "user", "content": "I have 10 patient samples here. I need you to predict

whether each patient should be admitted to the emergency room or not. Give you
prediction in the list format ¢([‘1,0,0,1,1,1,0,1,0,1"]) and predict 1 if they should
be admitted and 0 if not:\n\n’Patient 10000032, a 52 year old white female, arrived
via ambulance at 2180-05-06 19:17:00. The patient’s marital status is widowed. The
patient’s insurance is other. The patient’s language is english.The patient received
the following diagnostic codes: ICD-9 code: [5728], oth sequela, chr liv dis. ICD-9
code: [78959], other ascites. ICD-9 code: [07070], unspecified viral hepatitis c
without hepatic coma. ICD-9 code: [v08]...'

11 [OTHER_PSEUDONOTES ]
13 " }
16
17 print (completion.choices[0] .message)
18
19 >>> Here are the predictions: {"predictions": [1, O, 1, 1, 1, 1, 1, 1, 1, 1]}
Listing 1. Basic Example of How prompted the gpt-3.5-turbo model to generate predictions.
We conducted a benchmarking study comparing whether training a model was necessary with the emergence of generative

Al like (GPT, LLaMA, etc.). Here, we present a bar graph of the performance of MEME relative to prompting based
approach. We find that training a classifier remains preferable.

Predicting ED Disposition from Pseudonotes

Accuracy (%)

GPT-3.5 Turbo

Madels

Figure 8. Comparison of Classification Accuracies: Training a Classifier (MEME) versus Utilizing a Generative Model (GPT-3.5-Turbo)
for Prediction
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A.6. Why did Generalization Fail?

To investigate the failure of our generalization experiment from MIMIC to our institutional database, we conducted a
thorough examination of the data input into our pseudo-notes method. We analyzed the data from both Electronic Health
Record (EHR) sources by plotting distributions via box plots, and Venn diagrams to elucidate the disparities between the
datasets.

ARRIVAL INFORMATION

All results related to arrival information are presented in Figure 9. We observe notable differences within these extensive
categorical classes for arrival transport and race labels. Although these differences are not considered substantial, highlighting
these disparities remains critical.

DIAGNOSES

All results pertaining to diagnoses information are presented in Figure 10. We observe notable differences within the ICD
Diagnostic codes. These differences are critical and may contribute to failed generalization.

Pyxis

All results pertaining to pyxis information are presented in Figure 11. We observe notable differences within the drug names
dispensed during their ED Visit. These differences are critical and may contribute to failed generalization.

TRIAGE

All results related to pyxis information are presented in Figures 12 and 13. We observe notable differences in the chief
complaints, which were anticipated to vary. However, we emphasize that numerical values within EHRs appeared as
expected and exhibited similar distributions with marginal outliers. These differences are critical and may contribute to
failed generalization.

VITALS

All results related to vitals information are presented in Figures 14. We see again that numerical data appears to follow
similar distributions despite a few outliers. We do not think the numerical aspects of the EHR led to failed generalization.

Remarks based on Analysis

Our analysis reveals that EHR systems exhibit significant variability especially in the case of free text and categorical data
types. This diversity is evident in the unique chief complaints, diagnostic annotations, and other unique medical cases of
different hospital institutions, which contribute to the challenges in achieving generalization. These insights underscore the
complexities inherent in working across heterogeneous EHR environments and advise to use this method with some local
fine-tuning of hospitals as highlighted in (Jiang et al., 2023).
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Unigue Value Comparison for Column: arrival_transport

Institution

Unique Value Comparison for Column: race

Institution

MIMIC

Figure 9. The Venn diagram illustrates the overlap between uniqye elements identified in our Institutional Data and MIMIC-IV ED
Arrival Information Data.
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Unigue Value Comparison for Column: icd_code

Institution

Unique Value Comparison for Column: icd_title

Institution

Figure 10. The Venn diagram illustrates the overlap between uniqyg elements identified in our Institutional Data and MIMIC-IV ED
Diagnoses Data.
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Unigue Value Comparison for Column: name

Institution

Figure 11. The Venn diagram illustrates the overlap between unique elements identified in our Institutional Data and MIMIC-1V ED Pyxis
Data.
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Figure 12. The box plot depicts the distribution of values within Institutional and MIMIC-IV ED Triage Information Datasets, thereby
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facilitating a comparative analysis of data variability and central tendency across the datasets.
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Unigue Value Comparison for Column: chiefcomplaint

Institution
MIMIC

Figure 13. The Venn diagram illustrates the overlap between unique elements identified in our Institutional Data and MIMIC-IV ED Chief
Complaints Data coming from Triage Information.

23



Emergency Department Decision Support
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Figure 14. The box plot depicts the distribution of values within Institutional and MIMIC-IV ED Vitals Information Datasets, thereby
facilitating a comparative analysis of data variability and central tendency across the datasets.
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