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#### Abstract

We characterize the absolute continuity of the law and the Malliavin-Sobolev regularity of random nodal volumes associated with smooth Gaussian fields on generic $\mathcal{C}^{2}$ manifolds with arbitrary dimension. Our results extend and generalize the seminal contribution by Angst and Poly (2020) about stationary fields on Euclidean spaces and cover, in particular, the case of two-dimensional manifolds, possibly with boundary and corners. The main tools exploited in the proofs include the use of Gaussian measures on Banach spaces, Morse theory, and the characterization of Malliavin-Sobolev spaces in terms of ray absolute continuity. Several examples are analyzed in detail.
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## 1. Introduction

For the rest of the paper, and unless otherwise specified, every random element is assumed to be defined on an adequate common probability space $(\Omega, \mathfrak{S}, \mathbb{P})$, with $\mathbb{E}$ indicating expectation with respect to $\mathbb{P}$.
1.1. Overview and motivation. The aim of this work is to develop new geometric and probabilistic tools for studying fine properties of random nodal volumes (that is, measures of vanishing loci) associated with smooth Gaussian random functions on compact Riemannian manifolds, with special emphasis on their differentiability and on the non-singularity of their laws. One of our main achievements (see Theorem 1.3, as well as Section 1.5, for a discussion)
is an almost exhaustive characterization of random nodal volumes as elements of the MalliavinSobolev spaces $\mathbb{D}^{1, p}$ (see Section 3.2 below, as well as $[22$, Section 5.2$]$ and $[72,75]$ ), when $p \in$ $\{1,2\}$. As demonstrated in the subsequent discussion, the approach developed in the present work significantly extends (by substantially different methods) the seminal contribution by J. Angst and G. Poly [8], where the absolute continuity of the laws of random nodal volumes was studied for the first (and unique!) time by using tools from the Malliavin calculus of variations.

The main findings of [8] can be summarized as follows. Let $m \geq 2$, and let $M$ be either the $m$-dimensional torus $\left(\mathbb{S}^{1}\right)^{m}=\mathbb{T}^{m}$ or a closed rectangle in $\mathbb{R}^{m}$ of positive Lebesgue measure. We consider a centered Gaussian random field $f=\{f(x): x \in M\}$ such that $f$ is a.s. of class $\mathcal{C}^{2}$, stationary and unit variance. The nodal volume of $f$ is the random quantity $V(f):=$ $\mathcal{H}^{m-1}\left(f^{-1}(0) \cap M\right)$, where $\mathcal{H}^{m-1}$ indicates the $(m-1)$-dimensional Haussdorff measure. The next statement, proved in [8], yields the non-singularity and Malliavin-Sobolev smoothness of $V(f)$ under some further assumptions on $f$.
Theorem 1.1 (Theorems 1 and 2 in [8]). In addition to the previous requirements, assume that the m-dimensional vector $\nabla f(0)$ has a density. Then, $V(f)$ is not a.s. equal to a constant. Moreover, if $m \geq 3$ one has that: (i) $V(f)$ belongs to the Malliavin-Sobolev space $\mathbb{D}^{1, \eta}$ for all $\eta \in\left[1, \frac{m+1}{3}\right)$, and (ii) its law has a non-zero component that is absolutely continuous with respect to the Lebesgue measure.

Note that Point (i) and (ii) of the previous statement do not cover the case $m=2$, which seems to be outside the scope of the proof techniques exploited in [8], see Remark 1.2. Classically, when coupled with stationarity, the requirement that $\nabla f(0)$ has a density implies that 0 is a.s. a regular value of $f$, and therefore $f^{-1}(0)$ is a $(m-1)$-dimensional $\mathcal{C}^{2}$ (random) submanifold of $M$. The strategy adopted in [8] for proving the above statement hinges upon an elegant representation of $V(f)$ as a Riemann integral involving some smooth transformation of $f$ and its derivatives up to the order two (see [8, Proposition 7 and Section 4.5.1]). Such a closed formula can then be used to study the Malliavin-Sobolev regularity of $V(f)$ by leveraging the fact that each space $\mathbb{D}^{1, \eta}$ is the closure in an appropriate norm of the class of smooth cylindrical functions (see e.g. [75, Section 1.2] and [72, Section 2.3], as well as Section 3.2 below). Once the Malliavin smoothness of $V(f)$ is established, the non-singularity of its law follows by a classical criterion due to N. Bouleau (see [8, Theorem 4]).

The principal aim of the present work is to address the following general problem:
Problem A. For $m \geq 2$, let $M$ be a m-dimensional Riemannian manifold, let $X$ be a smooth Gaussian field defined on $M$, and write $V(X):=\mathcal{H}^{m-1}\left(X^{-1}(0)\right)$ for the nodal volume of $X$. Under which conditions on $X$ and $M$ is the law of $V(X)$ non-singular with respect to the Lebesgue measure? Under which conditions is $V(X)$ an element of some Malliavin-Sobolev space $\mathbb{D}^{1, \eta}$, with $\eta \geq 1$ ?
Remark 1.2. (a) To the best of our understanding, it would not be possible to attack Problem A by a direct application of the approach developed in [8] (or in the companion paper [42]). In particular, the bounds on the integrands associated with exact KacRice formulae derived in [8, Section 4.2.2] are ineffective in dimension $m=2$, even in the case of a stationary field defined on the plane. We will see that our geometric approach allows one to completely bypass such a difficulty.
(b) To keep the length of our work within bounds, and in view of their central role in the geometric analysis of random fields (see e.g. [2, 10]), we decided in the present paper to only focus on nodal volumes of real-valued Gaussian fields. As our discussion will demonstrate, our approach would naturally extend to more general (and, possibly, multidimensional) geometric functionals, like e.g. volumes of level set intersections [29, 70] and multivariate valuations of level set measures [71, 77].

The crucial idea developed in the sections to follow is that one can address Problem A in full generality (covering in particular the two-dimensional and non-stationary case), by directly exploiting the equivalent characterization of the space $\mathbb{D}^{1, p}(p \geq 1)$ as the collection of those random variables $\Psi=\Psi(X) \in L^{p}(\mathbb{P})$ verifying the three properties
(a) $\Psi$ is ray absolutely continuous, meaning that, for every element $h$ of the CameronMartin space of $X$, the mapping $t \mapsto \Psi(X+t h)$ admits an absolutely continuous modification;
(b) $\Psi$ admits a Fréchet-type stochastic derivative, written $\mathrm{D}_{M} \Psi$;
(c) $\mathrm{D}_{M} \Psi$ is integrable with respect to an appropriate norm (whose definition depends on the exponent $p$ ).
By construction, one has that $\mathbb{D}^{1, q} \subset \mathbb{D}^{1, p}$, for all $1 \leq p<q$. The reader is referred to Definition 3.6 below, as well as [22, Definitions 5.2.3 and 5.2.4], for details; we observe that the fact that properties (a)-(c) fully characterize $\mathbb{D}^{1, p}$ is a deep result in infinite-dimensional Gaussian analysis (proved e.g. in [22, Thm. 5.7.2]), mirroring the usual characterization of classical Sobolev spaces in terms of "absolute continuity on lines", see e.g. [50, Section 11.3]. Interestingly, our analysis will show that the study of the non-singularity of the law of $V(X)$ can be disentangled from the study of its Malliavin-Sobolev regularity, see Section 7.3 (in particular, Remark 7.8) for a full discussion of this point. We now present one of the general statements proved in our work - which represents a substantial extension of Theorem 1.1 and a general solution to Problem A. For the rest of this section, we will use some notions and notation from differential geometry; see Section 4.2 below, and the references therein, for relevant definitions.

Theorem 1.3. Let $M$ be a $\mathcal{C}^{2}$ compact Riemannian manifold with dimension $m \geq 2$ (possibly with boundary $\partial M$ ) and let $X=\{X(p): p \in M\}$ be a centered Gaussian field which is $\mathbb{P}$-a.s. of class $\mathcal{C}^{2}(M)$. Write $V(X):=\mathcal{H}^{m-1}\left(X^{-1}(0)\right)$ for the nodal volume of $X$, and assume moreover that, for all $p \in M$ and all non-zero $v \in T_{p} M$, the Gaussian vector $\left(X(p), d_{p} X(v)\right) \in \mathbb{R}^{2}$ admits a density. Then, $X^{-1}(0)$ is almost surely a neat $\mathcal{C}^{2}$ hypersurface and the following holds:
(i) For all $m \geq 2, V(X)$ is square-integrable. Moreover, provided $V(X)$ is not $\mathbb{P}$-a.s. equal to a constant, one has that the law of $V(X)$ and the Lebesgue measure are not mutually singular, and the topological support of the law of $V(X)$ is a (possibly unbounded) interval. Finally, if the topological support of the law of $X$ is given by the whole set $\mathcal{C}^{2}(M)$, then there exist $P \in(0,1)$ and a probability density $\pi(x)$ with support equal to $[0,+\infty)$ such that, for all Borel subset $I \subseteq \mathbb{R}$,

$$
\begin{equation*}
\mathbb{P}(V(X) \in I)=P \delta_{0}(I)+(1-P) \int_{I} \pi(x) d x \tag{1.1}
\end{equation*}
$$

where $\delta_{0}$ is the Dirac mass in zero.
(ii) One has that $V(X) \in \mathbb{D}^{1,1}$ for $m \in\{2,3\}$, and $V(X) \in \mathbb{D}^{1,2}$ for all $m \geq 4$.
(iii) When $m=3$, a sufficient condition ensuring that $V(X) \in \mathbb{D}^{1,2}$ is that, for all $p \in M$ and all non-zero $v \in T_{p} M$, the Gaussian vector $\left(X(p), d_{p} X(v), \operatorname{Hess}_{p} X(v, v)\right)$, with values in $\mathbb{R}^{3}$, admits a density.
(iv) When $m=2$, assume in addition that for every pair $p, q \in \partial M$, there exist $u \in$ $T_{p} M, v \in T_{q} M$ such that the vectors $\left(X(p), d_{p} X(u)\right)$ and $\left(X(q), d_{q} X(v)\right)$ are not fully correlated; then, $V(X) \notin \mathbb{D}^{1,2}$, provided there exists no curve $Z \subset M$ such that $Z$ and $X^{-1}(0)$ are $\mathcal{C}^{1}$-isotopic in $M$ with probability 1.

Remark 1.4. (a) A hypersurface of a manifold with boundary is neat if it intersects the boundary in a transverse way, see Definition 4.4 from [40, Section 1.4]. The fact that $X^{-1}(0)$ is a neat $\mathcal{C}^{2}$ hypersurface is ensured by Proposition 4.5 and follows from Bulinskaya Lemma 5.2, by standard arguments.
(b) Point (i) in Theorem 1.3 combines the contents of Theorem 7.6, Proposition 7.7, Corollary 9.1 and Theorem 10.1 below; Point (ii) follows from Theorems 9.2 and 9.5 ; Point (iii) is again a consequence of Theorem 9.2; finally, Point (iv) can be derived from Theorem 9.7. We observe that, in contrast to Theorem 1.1, our findings cover the case of two-dimensional manifolds, and do not involve any notion of stationarity.
(c) As shown in Theorem 9.3, the content of Point (ii) (in the case $m \geq 3$ ) and Point (iii) extends to the case of a manifold $M$ with corners, therefore including the situation in which $M$ is a closed rectangle in $\mathbb{R}^{m}$. As a consequence, when applied to the case where $m \in\{3,4,5\}$ and $M$ is such a rectangle (or $M=\mathbb{T}^{m}$ ), the conclusions of Theorem 1.3 and of its extension to the cornered case, refine the content of Theorem 1.1-(i) (since, for $m \leq 5$, one has that $\frac{m+1}{3} \leq 2$ ).
(d) The additional condition appearing at Point (iii), ensuring that $V(X) \in \mathbb{D}^{1,2}$ when $m=3$, is an artifact of our use of Kac-Rice formulae for checking the integrability of norms of stochastic derivatives - see the proof of Theorem 9.2 below. It seems plausible that such a restriction can eventually be lifted, and that the conclusion holds in full generality.
(e) As already observed, since the Gaussian field $f$ considered in Theorem 1.1 is stationary and has positive variance, one can automatically conclude that the random variable $V(f)$ is not $\mathbb{P}$-a.s. constant. As discussed in [8, Section 3], such a result is a consequence of Bochner's theorem which, in this case, allows one to directly characterize the topological support of $f$ in terms of the topological support of its spectral measure (see [8, Lemma 2]). At the level of generality of Theorem 1.3-(i), no equivalent of Bochner's theorem is available and one has to explicitly assume that $V(X)$ is non-constant. We observe that the non-constancy of $V(X)$ is implied by the following property: the topological support of $X$ contains two functions $g_{1}, g_{2} \in \mathcal{C}^{2}(M)$, such that 0 is a regular value of $g_{1}$ and $g_{2}$, and $V\left(g_{1}\right) \neq V\left(g_{2}\right)$. Moreover, notice that if the zero set of a centered Gaussian field is almost surely empty, then it must be of the form $\gamma f$, for some $\gamma \sim \mathcal{N}(0,1)$ and $f \in \mathcal{C}^{2}(M)$. Under the hypotheses of Theorem 1.3, such situation is excluded, so that there exist always at least one function $g_{2}$ in the topological support of $X$ such that $V\left(g_{2}\right)>0$. Consequently, if the topological support of $X$ contains some $g_{1} \in \mathcal{C}^{2}(M)$ such that $g_{1}^{-1}(0)=\emptyset$, then $V(X)$ is non-constant.
(f) Consider the case $m=2$, and denote by $Y$ the random variable counting the number of connected components of the set $X^{-1}(0)$. Then, if $Y$ is not degenerate (that is, the distribution of $Y$ charges at least two integers with positive probability), one has that there is no curve $Z \subset M$ such that $X^{-1}(0)$ is isotopic to $Z$ (see [40, p. 178] or Definition 4.11) with probability one.
(g) As discussed e.g. in [8], proving that a certain set of random variables is included in some Malliavin-Sobolev class $\mathbb{D}^{1, \eta}$, opens the way to many further investigations, such as: probabilistic representations of densities (see [75, Proposition 2.1.1] or [74, Theorem 3.1]), concentration inequalities (see [74, Theorems 4.1 and 4.3] or [75, Proposition 2.1.2]), non-singularity and smoothness of joint laws [75, Theorems 2.1.1 and 2.1.4], upper and lower bounds on variances [72, Section 2.11], Malliavin-Stein bounds [72, Theorem 5.1.3], second-order Poincaré estimates [72, Theorem 5.3.3], and so on. While a full analysis of these developments is outside the scope of the present paper and will be undertaken elsewhere, in Section 1.4.1, to motivate the reader, we will illustrate how the Malliavin-Sobolev regularity of nodal volumes can be used to deduce an explicit representation for the density $\pi$ appearing in (1.1).
1.2. A short literature review. Local geometric quantities associated with nodal sets of Gaussian (and non-Gaussian) smooth random fields have been recently the object of an intense study - often in connection with outstanding open problems in differential geometry, like e.g.

Yau's conjecture (see e.g. [58, 87]) or Berry's random wave conjecture (see e.g. [1, 17, 28, 41]). The recent survey [86] contains a detailed overview of the literature, to which we refer the reader for further references and motivation.

The following list displays a sample of contributions that are directly relevant to the present work.

- As already mentioned, reference [8] contains the first study of the absolute continuity of the law of nodal volumes (for stationary fields on rectangles or on flat tori) by using Malliavin calculus. Some of the pivotal formulae in [8] have been subsequently extended by B. Jubin to a Riemannian setting in [42], where they are used to study the continuity of nodal volumes with respect to appropriate function space topologies.
- The main findings of $[8]$ and of the present work have a static nature, that is, they provide information about the distribution (and smoothness) of the nodal volume associated with some fixed random field. On the other hand, most existing results about the law of nodal volumes (and other local geometric quantities) have an asymptotic character, that is, they take the form of probabilistic limit theorems (such as laws of large numbers, as well as central and non-central limit theorems) obtained either by letting some "energy parameter" diverge to infinity, or by suitably expanding the domain of definition of the field. It is a remarkable fact that many central and noncentral results deduced in this way make use of Wiener chaos expansions, which are in turn one of the fundamental building blocks of Malliavin-Sobolev spaces (see e.g. [75, Section 1.1] and [72, Section 2.7]). The reader is referred to the survey [79], as well as to $[16,44,62,63,64,73,70,77]$, for a collection of representative references connected in particular to Berry's seminal work [18] on cancellation phenomena; see [72] for a detailed analysis of the probabilistic techniques behind these results.
- In Section 9.1 and Section 8 we wil use Kac-Rice formulae in order to study, respectively, the square-integrability of random nodal volumes, and the integrability of stochastic derivatives with respect of appropriate Sobolev-type norms. While the content of Section 9.1 makes direct use of the recent findings from [34] (see also [56]), the results of Section 8 are technically more demanding, and require a careful study of the two-points Kac-Rice density associated to the stochastic derivative. As discussed at length in [86], Kac-Rice formulae have played a fundamental role in the proof of first- and second-order asymptotic results for nodal volumes of Gaussian random fields, and in particular for establishing tight upper and lower bounds on variances - see e.g. [18, 28, 45, 85] for some outstanding examples. The reader is referred to the monographs [2, 10, 19] (see also [83]) for a thorough introduction to this topic.
1.3. Standard assumptions. To simplify the discussion, we notice that most results concerning Gaussian fields contained in the present paper (see, in particular, Theorem 1.3) are stated under the following assumption.

Assumption A. The set $M$ is a compact Riemannian manifold of dimension $m \geq 2$, possibly with boundary, and of class $\mathcal{C}^{2}$. Also, $X=\{X(p): p \in M\}$ is a centered Gaussian field defined on $M$, which is $\mathbb{P}$-a.s. of class $\mathcal{C}^{2}(M)$. Moreover, for all $p \in M$ and all non zero $v \in T_{p} M$, the two-dimensional Gaussian vector $\left(X(p), d_{p} X(v)\right)$ admits a density.

In the context of Assumption A, the boundary of $M$ is denoted by $\partial M$, whereas the internal manifold is written $M^{\circ}$; in particular, $M=\partial M \sqcup M^{\circ}$.

### 1.4. First consequences and representative examples.

1.4.1. Density formulae. Theorem 1.3 provides sufficient conditions ensuring that random nodal volumes belong to some space $\mathbb{D}^{1, \eta}$. The next statement, which is a consequence of Theorem 10.1, shows that, when $\eta=2$, one can infer an explicit form for the density $\pi(x)$ appearing in (1.1). In what follows, we write $\mathcal{H}_{X}$ to indicate the Cameron-Martin space associated with a Gaussian process $X$, and denote by $\mathrm{D}_{\mathscr{M}} F$ the Malliavin derivative of some $F \in \mathbb{D}^{1, \eta}$ (which is a random element with values in $\mathcal{H}_{X}^{*} \simeq \mathcal{H}_{X}$ ); see Section 3 for definitions. We also use the symbol $L^{-1}$ to indicate the pseudo-inverse of the generator of the Ornstein-Uhlenbeck semigroup, as defined e.g. in [72, Definition 2.8.10].
Theorem 1.5. Let Assumption A prevail and assume in addition that the topological support of the law of $X$ is the full space $\mathcal{C}^{2}(M)$ and that $V(X) \in \mathbb{D}^{1,2}$. Then, writing $c=\mathbb{E}[V(X)]$ and $\bar{V}=V(X)-c$, one has that the density $\pi$ appearing in (1.1) has the form

$$
\begin{equation*}
\pi(x+c)=\frac{\mathbb{E}|\bar{V}|}{2 g(x)} \exp \left\{-\int_{0}^{x} \frac{y d y}{g(y)}\right\}, \tag{1.2}
\end{equation*}
$$

for $d x$-a.e. $x \in[-c,+\infty)$, where the function $g$ has the following properties:
(a) $g(x)>0$, for $d x$-almost every $x \in(-c, \infty)$;
(b) on the interval $(-c, \infty), g$ is a version of the mapping

$$
\begin{equation*}
x \mapsto \mathbb{E}\left[\left\langle\mathrm{D}_{\mathscr{M}} V,-\mathrm{D}_{\mathscr{M}} L^{-1} V\right\rangle_{\mathcal{H}_{X}} \mid \bar{V}=x\right], \tag{1.3}
\end{equation*}
$$

and is uniquely defined up to sets of Lebesgue measure zero.
(c) $\mathbb{E}[g(\bar{V})]<\infty$.

As made clear by the proof of Theorem 10.1, formula (1.2) should be regarded as a variation of the celebrated Nourdin-Viens formula from Malliavin calculus (see [74] and [72, Section 10]). We observe that the conditional expectation appearing in (1.3) plays a pivotal role in the so-called Malliavin-Stein approach to probabilistic approximations, as described e.g. in [72, Chapter 5]; in particular, the Malliavin-Stein theory implies that, if such a conditional expectation is close to a constant, then the law of $\bar{V}$ is close to a centered Gaussian distribution (see e.g. [72, Theorem 5.1.3] for a representative statement). By virtue of Point (b) in Theorem 1.5 , one could in principle use our new explicit representation for the differential of nodal volumes, as stated in (1.4) below, to deduce bounds on the function $g$ appearing in (1.2), which would provide estimates on the density $\pi$ - see e.g. [74, Corollary 3.5]. We leave this important issue open for future research.
1.4.2. Some standard models. We will now demonstrate that one can directly apply Theorem 1.3 to several classical models of random fields on manifolds.
(1) For $m \geq 2$, let $M$ be either a closed rectangle of $\mathbb{R}^{m}$ or the torus $\mathbb{T}^{m}$, and let $f$ be a centered stationary non-zero Gaussian field of class $\mathcal{C}^{2}(M)$ such that $\nabla f(0)$ has a density. Then, as already recalled, [8, Theorem 1] (whose conclusions for $m \geq 3$ is contained in Theorem 1.1 as a special case) implies that $V(f)$ is a.s. not equal to a constant. As a consequence, the conclusion of Point (i) and Point (ii) of Theorem 1.3 (in the case $X=f$ ) directly apply. One can also check that, for a field $f$ as above, the non-degeneracy conditions stated at Point (iii) of Theorem 1.3 are verified, yielding that $V(f) \in \mathbb{D}^{1,2}$ also for $m=3$. Outstanding examples of Gaussian stationary random fields verifying the assumptions above are arithmetic random waves on tori of any dimension $m \geq 2$ (see e.g. [7, 45, 60, 76, 80, 81]), or (an appropriate restriction of) Berry's random wave model on $\mathbb{R}^{m}$ (see e.g. [17, 18, 28, 29, 71, 73, 77]), or BargmannFock field on $\mathbb{R}^{m}$ (see [14, 31, 12, 29, 78, 54, 52]). In the latter case, in particular, the field has full support, so that Point (i) of Theorem 1.3 applies in its stronger form and Point (iv) establishes that the nodal length of the (restriction to $M$ of) the two-dimensional Bargmann-Fock field is not in $\mathbb{D}^{1,2}$.
(2) Consider a stationary random field $f$ on $\mathbb{R}^{2}$ verifying the non-degeneracy assumptions stated at Point (1), and assume that $f$ has the moving average representation $f=$ $q \star W$, where $q(x)$ is a square-integrable hermitian kernel and $W$ is a homogeneous white noise on the plane. Then, using [34, Corollary 1.4] (see also [13, Theorems 1.2 and 1.3]) yields the following conclusion: if $q$ and its derivatives up to the order 2 decay at least as fast as $|x|^{-\beta}$ for some $\beta>6$, then the number of connected components of the nodal set $f^{-1}(0) \cap M$ has a strictly positive variance for every sufficiently large rectangle $M \subset \mathbb{R}^{2}$. Since the non-degeneracy assumptions stated in Theorem 1.3-(iv) are trivially satisfied by $f$, one can directly apply Remark 1.4-(f) and deduce that $V(X) \in \mathbb{D}^{1,1}$ and $V(X) \notin \mathbb{D}^{1,2}$ when $M$ is large enough.
(3) Let $M=\mathbb{S}^{2}$ and let $X$ be a random spherical harmonic with eigenvalue $-l(l+1), l \geq 1$, as defined e.g. in $[27,59,62,68,52,85]$. Then, combining Theorem 1.3 and Remark 1.4-(f) with the results of [85] (variance of the nodal length) and [68] (variance of the number of nodal components), one infers that, for $l$ large enough, the law of $V(X)$ is not singular with respect to the Lebesgue measure, $V(X) \in \mathbb{D}^{1,1}$ and $V(X) \notin \mathbb{D}^{1,2}$ (notice that the non-degeneracy properties necessary to apply Theorem 1.3 are easily verified also in this case).
(4) Let $P_{d}$ be the real homogeneous Kostlan polynomial of degree $d$ in $m+1$ variables, that is the Gaussian random field on $\mathbb{R}^{m+1}$ with covariance function $\mathbb{E}\left\{P_{d}(x) P_{d}(y)\right\}=$ $\left(x^{T} y\right)^{d}$. This field is central in random algebraic geometry - see [35, 37, 36, 55, 43, $33,51,26,6,5,4,24,54]$, the survey paper [3] and the reference therein - in that the set $Z_{m, d}$ defined by the equation $P_{d}=0$ in the projective space $\mathbb{R P}^{m}$ is a particularly natural model of a random algebraic hypersurface of degree $d$, supported on the set of all smooth ones. Equivalently, one can study the subset of the sphere $\mathbb{S}^{m}$ given by the same equation, which is the nodal set of the restriction of $P_{d}$ to $m$-sphere $\psi_{d}:=P_{d} \mid \mathbb{S}^{m}$. This field can be easily seen to satisfy Assumption A, for all $d \geq 1$ and $m \geq 2$, so that Theorem 1.3 applies to the random variable $m$-volume $\mathcal{H}^{m-1}\left(Z_{m, d}\right)=\frac{1}{2} V\left(\psi_{d}\right)$ of $Z_{d}$, where $\mathbb{R P}^{n}$ is endowed with the its standard metric. Moreover, since for all $d \geq 2$ there are at least two isotopy classes of smooth real algebraic hypersurfaces, it follows from Point (iv) of Theorem 1.3 that the length of $Z_{2, d}$ is in $\mathbb{D}^{1,1}$ but not in $\mathbb{D}^{1,2}$.
(5) Let $(M, g)$ be a compact, smooth Riemannian manifold of dimension $m \geq 2$, let $X=\varphi_{\lambda}$ be a monochromatic random wave of parameter $\lambda>0$ (as defined e.g. in [28, 88]), and assume that $x \in M$ is a point of isotropic scaling (see [28, Section 1.2]). Then, according e.g. to [28, Proof of Theorem 2], once one chooses coordinates around $x$ ensuring that $g_{x}=\mathrm{Id}$ and letting $\lambda \rightarrow \infty$, one has that the monochromatic pullback random wave $\left\{\varphi_{\lambda}^{x}(u): u \in T_{x} M\right\}$ (see [28, formula (8)] for definitions) converges in distribution to the standard Berry's random wave model on $\mathbb{R}^{m}$ (as a random element with values in the space $\mathcal{C}^{k}$, for every fixed $k \geq 1$ ). One can therefore suitably adapt the computations contained in [30, Sections 3.3 and 3.4] to deduce from Point (1) above that, if $B \subset T_{x} M$ is a large enough ball contained in the tangent space $T_{x} M$, then $V\left(\varphi_{\lambda}^{x}\right)=\mathcal{H}^{m-1}\left(\left(\varphi_{\lambda}^{x}\right)^{-1}(0) \cap B\right)$ has a strictly positive variance for $\lambda$ large enough, and the conclusions of Points (i) and (ii) of Theorem 1.3 apply.
(6) The results outlined at Point (4) characterize the smoothness of nodal volumes associated with the monochromatic random wave $\varphi_{\lambda}$ restricted to a ball containing a point $x$ of isotropic scaling. We stress, however, that the results of the present paper could be used to investigate the regularity of the law of the total nodal volume $V\left(\varphi_{\lambda}\right)=\mathcal{H}^{m-1}\left(\varphi_{\lambda}^{-1}(0)\right)$, possibly under some appropriate additional assumptions on the geometry of $M$. In principle, such an analysis should exploit the fact that for all $p \in M$, for all $v \in T_{p} M$ and $\lambda$ large enough, the Gaussian vector $\left(\varphi_{\lambda}(p), d_{p} \varphi_{\lambda}(v)\right)$ admits a density (which is a necessary condition for Theorem 1.3 to be applicable). In
particular, this follows from [88, Proposition 3.2] in the cases of a compact Riemannian manifold $M$ that is either Zoll (for instance, the sphere) or aperiodic, see [88, Section 1.1] for definitions. A proper investigation of this point will be undertaken elsewhere.
1.4.3. Sharpness of Theorem 1.3: the example of linear fields. Let $d \in \mathbb{N}$ and $\gamma^{T}=\left(\gamma_{0}, \ldots, \gamma_{d}\right)$ be a normal Gaussian vector in $\mathbb{R}^{d+1}$. Define a Gaussian field $\hat{X}$ of class $\mathcal{C}^{\infty}\left(\mathbb{R}^{d+1}\right)$ by the expression

$$
\hat{X}(p)=\gamma^{T} p=\sum_{i=0}^{d} \gamma_{i} p_{i}
$$

for every $p \in \mathbb{R}^{d+1}$. Then, for every $\mathcal{C}^{2}$ compact embedded submanifold with boundary $M \subset \mathbb{R}^{d+1} \backslash\{0\}$, the restriction $X:=\left.\hat{X}\right|_{M}$ satisfies the general assumptions of Theorem 1.3 (but not necessarily the additional requirements of (iii) and (iv)). The nodal set is thus the intersection $Z=M \cap L$ of $M$ with the random hyperplane $L=\gamma^{\perp}$, that is uniformly distributed on the (dual) projective space $\mathrm{P}^{d}$. Varying $M$ in the previous construction leads to several examples, allowing one to probe the assumptions of Theorem 1.3.
(1) Let $M=\mathbb{S}^{m}$ and $d=m \geq 2$. Then, the nodal set of $X$ is always a sphere of dimension $m-1$, so that the nodal volume $V(X)$ is a constant random variable, which is trvially in $\mathbb{D}^{1, \eta}$ for all $\eta \in[1,+\infty]$. Notice that for every $p \in \mathbb{S}^{m}$ and $v \in T_{p} \mathbb{S}^{m}$, the random vector $\left(X(p), d_{p} X(v), \operatorname{Hess}_{p}(v, v)\right)$ is degenerate: when $m=3$, this indicates that the additional non-degeneracy assumption stated at point (iii) of Theorem 1.3, is not necessary for the conclusion to hold - see also point (d) of Remark 1.4.
(2) It is important to notice that, when $m=2$, the example at Point (1) above is not in contradiction with point (iv) of Theorem 1.3, since in that case all realizations of the zero set are $\mathcal{C}^{1}$ isotopic to a fixed sphere. If we replace the sphere $\mathbb{S}^{m}$ with an ellipsoid $\mathcal{S}$ having distinct semi-axis lengths, we can see point (iv) of Theorem 1.3 in play again, in that the isotopy class of the nodal set $Z=\mathcal{S} \cap L$ (an ellipsoid of lower dimension) is constant, but the nodal volume $V(X)$ is not. Nevertheless, one can check that in this case $V(X) \in \mathbb{D}^{1,2}$ and its law is absolutely continuous.
(3) For $m=2$, let us consider once again Point (iv) of Theorem 1.3. We want to show that, without the non-correlation assumption stated therein, one can build examples of submanifolds $M$ such that $X=\left.\hat{X}\right|_{M}$ has an a.s. constant nodal volume $V(X)$ (which is therefore in $\mathbb{D}^{1, \eta}$ for all $\eta \geq 1$ ), irrespective of the constancy of the isotopy type of its nodal set; in the case of a constant isotopy type, this shows in particular that the non-correlation assumption in Theorem 1.3-(iv) is not necessary for its conclusion to hold. To see this, let $\varphi: \mathbb{S}^{1} \rightarrow(-1,1)$ be any smooth function such that $\varphi(-\theta)=$ $-\varphi(\theta)$. Consider the two-sphere $\mathbb{S}^{2}$ in $\mathbb{R}^{3}=\mathbb{R} \times \mathbb{R}^{2}$ and define a manifold (with boundary) $M:=\left\{\left(t, r e^{i \theta}\right) \in \mathbb{S}^{2}: t \leq \varphi(\theta)\right\}$, where the second entry of the vector $(t, r \theta)$ is expressed in polar coordinates, see Figure 1. The field $X=\left.\hat{X}\right|_{M}$ does not satisfy the correlation assumption stated at Point (iv) of Theorem 1.3, because both $M$ and $X$ are invariant by the map $p \mapsto-p$, in such a way that, at antipodal boundary points, the field and its derivatives are fully correlated. Also, for any choice of $\varphi$ one has that the nodal set $Z=M \cap L$ is an anti-symmetric subset of the circle $\mathbb{S}^{2} \cap L$, namely, $p \in Z \Longleftrightarrow-p \notin Z$, for all $p \notin \partial Z$, which implies that $\mathcal{H}^{1}(Z)=V(X)=\pi$, and therefore $V(X) \in \mathbb{D}^{1, \eta}, \eta \geq 1$. Now, if $\varphi=0$, then $M$ is a half sphere, $Z=M \cap L$ is a half equator, and $Z$ has constant isotopy type in $M$. On the other hand, if $\varphi$ has $2+4 n$ zeroes $^{1}$, then $Z$ has $1+2 n$ connected components if $L$ is horizontal (see Figure 1-(A)), and one connected component if $L$ is vertical (see Figure 1-(B)). Since
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Figure 1. The pictures shows two nodal lines of the Gaussian field $X=\left.\hat{X}\right|_{M}$ on the manifold $M:=\left\{\left(t, r e^{i \theta}\right) \in \mathbb{S}^{2}: t \leq \frac{2}{7} \sin (7 \theta)\right\}$, where the second entry of the vector $(t, r \theta)$ is expressed in polar coordinates. They both are of the form $Z=M \cap L$, with $L=X^{-1}(0)$ being a plane in $\mathbb{R}^{2}$
the law of the Gaussian vector $\gamma$ has full support in $\mathbb{R}^{d+1}$, one immediately deduces that the probability that $L$ has $1+2 n$ connected components and the probability that $L$ has exactly one connected component are both strictly positive. As a consequence, the isotopy type of $Z$ is not a.s. constant, despite $V(X)$ being a (trivial) element of $\mathbb{D}^{1,2}$. See also point (f) of Remark 3.5.
The next section contains a discussion of the main methodological innovations established in our work and serves as a plan for the rest of the paper.

### 1.5. Main technical contributions and structure of the paper.

(i) Criteria for absolute continuity on Banach spaces. Section 3 contains general criteria - stated in Theorem 3.2 and Corollary 3.4 - ensuring that the distribution of a random variable of the form $V=V(X)$, where $X$ is a Banach space-valued Gaussian random element, is not singular with respect to the Lebesgue measure. Our conditions require, in particular, that the Fréchet differential $d_{f} V$ is not zero for some $f$ in the topological support of the law of $X$. As discussed below, our strategy of proof is close in spirit to the arguments rehearsed in [32].
(ii) Explicit formulae for differentials of nodal volumes. The main achievement of Section 4 is the following new explicit formula for the differential of nodal volumes. Let $(M, g)$ be a $m$-dimensional $\mathcal{C}^{2}$ Riemannian manifold (possibly with boundary) and let $\mathcal{U}$ denote the open subset of $\mathcal{C}^{2}(M)$ composed of those $f$ having zero as a regular value; then, setting $V(f)=\mathcal{H}^{m-1}\left(f^{-1}(0)\right)$, one has that $V \in \mathcal{C}^{1}(\mathcal{U})$ and, for all $f \in \mathcal{U}$,

$$
\begin{equation*}
\left\langle d_{f} V, h\right\rangle=-\int_{Z} h \cdot \frac{\tilde{\Delta} f}{\|d f\|^{2}} d Z+\int_{\partial Z} h \cdot \frac{g(\mathbf{n}, \nu)}{\left\|d\left(\left.f\right|_{\partial M}\right)\right\|} d \partial Z \tag{1.4}
\end{equation*}
$$

where $Z:=f^{-1}(0), \nu:=\|\operatorname{grad} f\|^{-1} \operatorname{grad} f, \tilde{\Delta} f:=\Delta f-\operatorname{Hess} f(\nu, \nu)$ and the scalar product on the right-hand side corresponds to the duality pairing notation. Formula (1.4) (whose proof is based on classical variational formulae discussed e.g. in [57]) is
our main tool for directly applying the absolute continuity criteria discussed above, as well as for studying the Malliavin-Sobolev regularity of nodal volumes. As discussed in Remark 4.1, when specialized to a Euclidean setting (in which $f$ is e.g. a smooth stationary Gaussian field on some rectangle $M$, having zero as a regular value with probability one), relation (1.4) can be formally deduced by differentiating the classical relation

$$
\begin{equation*}
\mathcal{H}^{m-1}\left(f^{-1}(0)\right)=\int_{M} \delta_{0}(f(x))\|\nabla f(x)\|_{\mathbb{R}^{m}} d x \tag{1.5}
\end{equation*}
$$

where the right-hand side of the previous equation has to be regarded as the appropriate limit of integrals where $\delta_{0}$ is replaced by a smooth kernel. See e.g. [30, 61, 62, 73] for a sample of references directly using (or referring to) (1.5).
(iii) Transversality of random curves in function spaces. In Section 5, we focus on the characterization of random segments of the form $[X, X+h]:=\{X+t h: t \in[0,1]\}$ (as special cases of more general $\mathcal{C}^{2}(M)$-valued curves $\left\{f_{t}\right\}$ ), where $X$ is a smooth Gaussian field satisfying Assumption A and $h$ is a fixed element of the associated CameronMartin space. Our main achievement - see Theorem 5.10 - is the proof that a.s. $[X, X+h]$ only intersects transversely the exceptional subset of $\mathcal{C}^{2}(M)$ composed of functions having zero as a critical value, in such a way that the intersections are finite in number and correspond to mappings for which zero is a Morse critical value. Such a result is the key element to verify the property of ray absolute continuity that is necessary to establish the Malliavin-Sobolev regularity of nodal volumes. See Section 5.7 for the appropriate notion of transversality, as well as Theorem 5.12 for some special results needed in the two-dimensional case.
(iv) Regularity of nodal volumes along transverse curves via a transfer principle. One of the crucial consequences of the findings of Section 5 (see, in particular, Corollary 5.11), is that the study of the local regularity of mappings of the type $t \mapsto V\left(f_{t}\right)$, where $V$ is the nodal volume and $\left\{f_{t}\right\}$ is a transverse curve, can be reduced to the local analysis of functions with the form $t \mapsto V(T-t)$, where $T$ is a Morse mapping on an adequate ancillary manifold with the same dimension. Our analysis (see e.g. Lemmas 6.8 and 6.9) reveals that the local regularity of these mappings strongly depends on the dimension on the manifold $M$. The results of Section 5 and Section 6 are brought together in Section 7, which also contains the proof of the non-singularity of the law of nodal volumes under Assumption A and an additional non-constancy requirement.
(v) Malliavin-Sobolev regularity via Kac-Rice formulae. As already discussed, Sections 8 and 9 establish the necessary integrability conditions for nodal volumes, and for the associated norms of weak derivatives, by repeatedly using Kac-Rice formulae as applied in particular to (1.4). Such an approach has to be contrasted with the techniques developed in [8], where such a task is accomplished through the study of the local regularity of the integrand appearing in an (already evoked) exact Rice formula for nodal volumes.
(vi) Structure of the law of nodal volumes under a full support assumption. As anticipated, Section 10 contains a full proof of Equation (1.1). In Remark 10.2 it is argued that the main argument in the proof addresses a conjecture formulated in [8, Section 4].
(vii) Constraints on the index of simultaneous critical points. For a Gaussian field $X$ satisfying Assumption A , the event that a random segment $[X, X+h]$ contains functions $f$ with multiple critical zeros might have positive probability, although Assumption A ensures that all those critical points are Morse. For instance, if $X$ is a periodic function, on the torus $\mathbb{T}^{m}$ or on a domain $D \subset \mathbb{R}^{m}$ with small enough period, we prove (Theorem 5.12) that almost surely, if such event occours, there are precise constraints
on the Morse index of the critical points of $f$. It is surprising that this is true under the sole Assumption A, so in particular, without making any assumption on the correlation of the random variables $X(p)$ and $X(q)$ at distinct points $p \neq q \in M$.
(viii) Negligible events in Gaussian spaces. We signal that Lemma B.3, despite its very technical appearence, provides a very efficient strategy to prove that certain events have zero Gaussian probability, especially those arising from a differential condition, and involving random segments. Indeed, it works when more standard transversality arguments - like those on which Lemma 5.4, Lemma 5.2 (Bulinskaya) and Theorem 5.10 rely on - are not available. It is a key ingredient in the proof of Theorem 5.12 and in the proof of Theorem 10.1, to prove the validity of Equation (1.1) in point (i) of Theorem 1.3.
The forthcoming Section 2 contains a list of preliminary definitions and notational conventions, whereas the formal definition of the Malliavin-Sobolev space $\mathbb{D}^{1, p}$ is deferred to Section 3.2.
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## 2. Notations

The following list contains some recurring conventions adopted in our work.
(i) A random element (see [20]) of the topological space $T$ (or with values in $T$ ) is a measurable mapping $X: \Omega \rightarrow T$, defined on $(\Omega, \mathfrak{S}, \mathbb{P})$. In this case, one writes

$$
X \in T
$$

and denote by $[X]=\mathbb{P} X^{-1}$ the (push-forward) Borel probability measure on $T$ induced by $X$. We will use the notation

$$
\mathbb{P}\{X \in U\}:=\mathbb{P} X^{-1}(U)
$$

to indicate the probability that $X \in U$, for some Borel measurable subset $U \subset T$, and write (as usual)

$$
\mathbb{E}\{f(X)\}:=\int_{T} f(t) d[X](t)
$$

to denote the expectation of the random variable $f(X)$, where $f: T \rightarrow \mathbb{R}^{k}$ is a measurable mapping such that the above integral is well-defined. We will sometimes write that $X$ is a random variable, a random vector or a random mapping, respectively, when $T$ is the real line, a vector space, or a space of functions $\mathcal{C}^{r}(M, N)$, respectively. Finally, if $T_{1} \subset T$ is a measurable subset such that $\mathbb{P}\left\{X \in T_{1}\right\}=1$, then we will also write $X \in T_{1}$, by a slight abuse of notation.
(ii) The space of $\mathcal{C}^{r}$ functions between two manifolds $M$ and $N$ is denoted by $\mathcal{C}^{r}(M, N)$. We simply write $\mathcal{C}^{r}(M)=\mathcal{C}^{r}(M, \mathbb{R})$ when $N=\mathbb{R}$. If $E \rightarrow M$ is a vector bundle, we denote the space of its $\mathcal{C}^{r}$ sections by $\Gamma^{r}(E)$ (see e.g. [48, Chapter 10]). Both spaces $\mathcal{C}^{r}(M, N)$ and $\Gamma^{r}(E)$ are regarded as topological spaces endowed with the weak Whitney's topology (see [40, p. 34]). In particular, the space of $\mathcal{C}^{r}$ vector fields on $M$ will be denoted by $\mathfrak{X}^{r}(M):=\Gamma^{r}(T M)$.
(iii) The sentence: " $X$ has the property $\mathcal{P}$ almost surely" (abbreviated "a.s.") means that the set $S=\{t \in T: t$ has the property $\mathcal{P}\}$ contains a Borel set of $[X]$-measure 1. It follows, in particular, that the set $S$ is $[X]$-measurable, i.e. it belongs to the $\sigma$-algebra obtained from the completion of the measure space $(T, \mathcal{B}(T),[X])$.
(iv) We write $\#(S)$ for the cardinality of the set $S$.
(v) We use the symbol $A \pitchfork B$ to say that objects $A$ and $B$ are in transverse position, in the usual sense of differential topology (as in [40, p. 74] and Definition 5.3).

## 3. Absolute Continuity and Differentiability on Banach Spaces

In this section, we use some basic elements of the theory Gaussian measures on Banach spaces. The reader is referred to [22, Chapters 2 and 3] for a comprehensive discussion; see also [39, Section 4] for a succinct presentation. From now on, the notational conventions from Section 2 are adopted without further notice.
3.1. Some general statements. Let $E$ be a Banach space, denote by $E^{*}$ its dual and write $\langle\lambda, g\rangle, \lambda \in E^{*}, g \in E$, to indicate the usual duality pairing. We endow $E$ with a centered Gaussian probability measure $\mu$ (see [22, Definition 2.1]), and we assume that $\mu=[X]$, that is, $X \in E$ is a random element whose push-forward measure on $E$ coincides with $\mu$ (see Section $2-(i i)$ and subsequent discussion). Accordingly, we will use the notation $\mathcal{H}_{X}$ to indicate the Cameron-Martin space associated with $\mu$, as defined e.g. in [22, p. 44]. We recall that $\mathcal{H}_{X}$ is a Hilbert space with the properties that the inclusion $\mathcal{H}_{X} \subset E$ is injective and continuous, and the random element $X$ such that $\mu=[X]$ can be chosen in such a way that

$$
X=\sum_{n \in \mathbb{N}} \gamma_{n} h_{n},
$$

for an arbitrary orthonormal Hilbert basis $\left(h_{n}\right)_{n}$ of $\mathcal{H}_{X}$ and any family $\left(\gamma_{n}\right)_{n}$ of i.i.d. random variables $\gamma_{n} \sim \mathcal{N}(0,1)$, where the series converges in $E$, a.s.- $\mathbb{P}$. See e.g. [22, Theorem 3.5.1], as well as the forthcoming Remark 3.5, for concrete examples.

In the sequel, we will assume that $\mu$ is non-degenerate, meaning that the topological support of $\mu$ is the whole space $E$, that is: for each open subset $A \subset E$ one has that $\mu(A)>0$ (see e.g. [22, Definition 3.6.2]). According to [22, Theorem 3.6.1], this property is equivalent to the fact that $\mathcal{H}_{X}$ is dense in $E$.

Remark 3.1. Following e.g. [22, Definition A.3.14], we recall that the topological support of the measure $\mu$ - henceforth written $\operatorname{supp}(\mu)$ - is defined to be the smallest closed subset of $E$ such that $\mu(\operatorname{supp}(\mu))=1$. Since (again by virtue [22, Theorem 3.6.1]) the set $\operatorname{supp}(\mu)$ coincides with the closure of $\mathcal{H}_{X}$ in $E$, one can bypass the non-degeneracy assumption on $\mu$ by considering instead the restriction of $\mu$ to the Banach (sub) space $\operatorname{supp}(\mu)$.

Now fix a Borel measurable mapping $V: E \rightarrow \mathbb{R}$, and assume that there exists an open subset $\mathcal{U}_{0} \subset E$ such that $V$ is of class $\mathcal{C}^{1}$ on $\mathcal{U}_{0}$, that is, there exists a continuous mapping $d V: \mathcal{U}_{0} \rightarrow E^{*}$ such that, as $g \rightarrow 0$ in $E$,

$$
\begin{equation*}
V(f+g)=V(f)+\left\langle d_{f} V, g\right\rangle+o(\|g\|), \tag{3.1}
\end{equation*}
$$

where we used the duality pairing notation introduced above. The following statement provides a straightforward criterion ensuring that there exists a truncation of the random variable $V(X)$ whose law is absolutely continuous.

Theorem 3.2. Let the above setting and assumptions prevail (in particular, $X$ is a E-valued random element with non-degenerate distribution $\mu$ ), and assume that $d_{f} V \neq 0$ for some $f \in \mathcal{U}_{0}$. Then, there exists an open neighborhood $\mathcal{O} \subset \mathcal{U}_{0}$ of $f$ such that the law of the random variable $V 1_{\mathcal{O}}:=V(X) 1_{\mathcal{O}}(X)$ is absolutely continuous with respect to the Lebesgue measure.
Proof. By density and continuity, we can find $h_{0} \in \mathcal{U}_{0}$ and $h \in \mathcal{H}_{X}$ such that $\left\langle d_{h_{0}} V, h\right\rangle \neq 0$. Without loss of generality, we can assume that $|h|=1$. The rest of the proof is partially based on a construction reminiscent of the arguments rehearsed in [32, Section 2]. Define the closed Banach subspace $E_{0}:=\overline{\{h\}^{\perp}}$ (closure of $\{h\}^{\perp}$ in $E$ ). Then, using e.g. [32, first Lemma of Section 2], one sees that there is a splitting $E=E_{0} \oplus \mathbb{R} h$ such that the random
element $X$ can be written as $X=Y+h \gamma$, where $Y \in E_{0}$ is a Gaussian random element with values in $E_{0}$ (with Cameron-Martin space $\mathcal{H}_{Y}=\{h\}^{\perp}$ ) and $\gamma \sim \mathcal{N}(0,1)$, in such a way that $Y$ and $\gamma$ are independent. Let $\mathcal{O}:=\mathcal{O}_{0} \oplus(a, b) h$ be an open neighborhood of $h_{0}$ such that $0 \notin\left\{\left\langle d_{f} V, h\right\rangle: f \in \mathcal{O}\right\}$, where $\mathcal{O}_{0} \subset E_{0}$ is open and $a, b \in \mathbb{R}$. For any $g \in \mathcal{O}_{0}$, then, the function $t \mapsto V(g+t h)$ is a $\mathcal{C}^{1}$ diffeomorphism between two intervals: $(a, b) \rightarrow(V(g+a h), V(g+b h))$, so that, if $Z \subset \mathbb{R}$ has zero Lebesgue measure, then $1_{Z}(V(g+t h))=0$, for a.e. $t \in(a, b)$. As a consequence,

$$
\begin{aligned}
\left(\left(V 1_{\mathcal{O}}\right)_{*} \mu\right)\{Z\} & =\mathbb{E}\left\{1_{\mathcal{O}_{0}}(Y) 1_{(a, b)}(\gamma) 1_{Z}(V(Y+\gamma h))\right\} \\
& =\mathbb{E}\left\{1_{\mathcal{O}_{0}}(Y) \int_{a}^{b} 1_{Z}(V(Y+t h)) \rho(t) d t\right\}=0 .
\end{aligned}
$$

Remark 3.3. To keep the notational complexity of the present paper within bounds, in the following we will only deal with Gaussian random elements with values in Banach spaces, so that Theorem 3.2 will be enough for our purposes. One should note, however, that the abovedisplayed arguments can be made to work in the case where $E$ is a non-complete normed vector space or non-normed Fréchet space.

The following statement is a direct consequence of Theorem 3.2. It is a general criterion allowing one to deduce that the law of a given function of the Gaussian element $X$ has an absolutely continuous component.

Corollary 3.4. Under the assumptions of this section, consider a mapping $V: E \rightarrow \mathbb{R}$ that is differentiable and non-constant on some connected open subset of $E$. Then, the law of the random variable $V(X)$ and the Lebesgue measure are not mutually singular.

Remark 3.5. Let $M$ be a $\mathcal{C}^{2}$, compact $m$-dimensional manifold. Most of the Banach spaces encountered in the present work will have the form of closed subsets of the class $\mathcal{C}^{2}(M)$, that we endow with the weak Whitney's topology - see Section 2-(iii). As explained e.g. in [40, p. 35], the $\operatorname{set} \mathcal{C}^{2}(M)$ (and therefore any of its closed subsets) can be equipped with the structure of a Banach space. Now consider a centered Gaussian measure $\mu$ on $\mathcal{C}^{2}(M)$, and let $\mu=[X]$ for some random field $X$ with covariance $K_{X}$ (note that, necessarily, $\left.K_{X} \in C^{2,2}(M \times M)\right)$. According e.g. to the discussion contained in [22, Section 2.4] or [53, Section 4 and Appendix A], the Cameron-Martin space $\mathcal{H}_{X}$ admits the following standard characterization:
(a) Let $D$ be the linear space generated by the collection of Dirac masses $\left\{\delta_{p}: p \in M\right\}$ and define $\mathcal{H}$ to be Hilbert space obtained as the closure of (an appropriate quotient of) $D$ with respect to the bilinear extension of the inner product $\left\langle\delta_{p}, \delta_{q}\right\rangle=K_{X}(p, q)$. Then, $\mathcal{H}_{X}$ is the subset of $\mathcal{C}^{2}(M)$ given by the mappings $\Phi_{h}: p \mapsto \Phi_{h}(p):=\left\langle h, \delta_{p}\right\rangle$, $h \in \mathcal{H}$, with inner product $\left\langle\Phi_{h}, \Phi_{g}\right\rangle_{\mathcal{H}_{X}}=\langle h, g\rangle$.
(b) If $G \in \mathcal{C}^{2}(M)^{*}$ has the form

$$
G(f)=\int_{M} f(p) \theta(d p)=\int_{M} \delta_{p}(f) \theta(d p), \quad f \in \mathcal{C}^{2}(M)
$$

for some finite signed Borel measure $\theta$, then $G \in \mathcal{H}_{X}^{*} \simeq \mathcal{H}_{X}$ and

$$
\|G\|_{\mathcal{H}_{X}}^{2}=\int_{M} \int_{M}\left\langle\delta_{p}, \delta_{q}\right\rangle \theta(d p) \theta(d q)=\int_{M} \int_{M} K_{X}(p, q) \theta(d p) \theta(d q) .
$$

A full characterization of $C^{2}(M)^{*}$ (not needed in our work) is provided in [53, Theorem 44].

Several consequences of Corollary 3.4 are discussed in Section 7.3.
3.2. Malliavin-Sobolev spaces. This is the right place for introducing the Malliavin-Sobolev spaces $\mathbb{D}^{1, p}$, for all $p \geq 1$. The next definition corresponds to the content of $[22$, Definitions 5.2 .3 and 5.2.4], with one exception: at Point (i) below, we decided to state the property of "ray absolute continuity" in a form that is more suitable for the framework of our paper. For the sake of completeness, the equivalence between the two formulations is proved in Appendix A. Finally, to be in line with the notation adopted in the standard references [75, Section 1.2] and $\left[72\right.$, Section 2.3], we use the symbol $\mathbb{D}^{1, p}(\mu)$ instead of writing $\mathbb{D}^{p, 1}(\mu)$ (inverting $1, p$ to $p, 1)$ as in [22].

Definition 3.6. Let $E$ be a Banach space equipped with a centered Gaussian measure $\mu=[X]$ having full support, and let $\mathcal{H}_{X} \subset E$ be the associated Cameron-Martin Hilbert space. Let $1 \leq$ $p<\infty$. We write $\mathbb{D}^{1, p}(\mu)$ to indicate the Malliavin-Sobolev space of all functions $V \in L^{p}(\mu)$, with the following properties:
(i) ( $V$ is ray absolutely continuous) For every $h \in \mathcal{H}_{X}$, there is a measurable set $N_{h} \subset E$, with $\mu\left(N_{h}\right)=0$, such that for all $x \in E \backslash N_{h}$, the function $t \mapsto V(x+t h)$ coincides $d t$-almost everywhere with an absolutely continuous function $t \mapsto \varphi(t)$.
(ii) ( $V$ is stochastically Fréchet differentiable) There exists measurable mapping

$$
\mathrm{D}_{M} V: E \rightarrow \mathcal{H}_{X}^{*}
$$

such that for any $h \in \mathcal{H}_{X}$, the expression

$$
\mu\left\{x \in E:\left|\frac{V(x+t h)-V(x)}{t}-\left\langle\mathrm{D}_{M} V(x), h\right\rangle\right|>\varepsilon\right\}
$$

tends to zero as $t \rightarrow 0$, for any choice of $\varepsilon>0$, i.e., there is convergence in probability of the divided difference. The mapping $\mathrm{D}_{M} V$ is called the stochastic derivative of $V$.
(iii) The stochastic derivative is p-integrable: $\mathbb{E}\left\|\mathrm{D}_{M} V\right\|_{\mathcal{H}_{X}}^{p}<\infty$.

If $V \in \mathbb{D}^{1, p}(\mu)$, then the random variable $\mathrm{D}_{M} V(X) \in \mathcal{H}_{X}^{*}$ is called the Malliavin derivative of $V$, and $V$ is said to be in the domain of the Malliavin derivative. We equip $\mathbb{D}^{1, p}(\mu)$ with the norm:

$$
\|V\|_{\mathbb{D}^{1, p}}:=\mathbb{E}\left\{|V|^{p}\right\}^{\frac{1}{p}}+\mathbb{E}\left\{\left\|\mathrm{D}_{M} V\right\|_{\mathcal{H}_{X}}^{p}\right\}^{\frac{1}{p}}
$$

Remark 3.7. It is clear from the above definition that if $V \in \mathbb{D}^{1, p}(\mu)$ and $V$ is of class $\mathcal{C}^{1}$ on an open subset $\mathcal{U} \subset E$, then for $\mu$-a.e. $x \in \mathcal{U}$ one has that

$$
\mathrm{D}_{M} V(x)=\left.d_{x} V\right|_{\mathcal{H}_{X}}
$$

We recall that $\mathcal{H}_{X}$ is continuously embedded in $E$.
Remark 3.8. By [22, Thm. 5.7.2], the normed spaces $\mathbb{D}^{1, p}(\mu)$ defined above are complete and contain the subset of smooth cylindrical functions as a dense subset, where the smooth cylindrical functions $V: E \rightarrow \mathbb{R}$ are those of the form $V=F \circ L$, where $L: E \rightarrow \mathbb{R}^{N}$ is a continuous linear map for some $N \in \mathbb{N}$ and $F \in \mathcal{C}^{\infty}\left(\mathbb{R}^{N}\right)$ has bounded derivatives of all orders. Thus, Definition 3.6 coincides with the most common definition of the Malliavin Sobolev spaces $\mathbb{D}^{1, p}(\mu)$ as the completion of the spaces of smooth cylindrical functions with respect to the norm $\|\cdot\|_{\mathbb{D}^{1, p}}$. See e.g. [75, Section 1.2] and [72, Section 2.3].

## 4. Nodal Volumes as Differentiable Mappings: Proof of (1.4)

4.1. Some heuristic considerations. The main achievement of the present section is the derivation of formula (1.4) (see Theorem 4.6). Such a result yields an explicit representation of the Fréchet differential $d_{f} V$ (as defined in (3.1)) in the case where $E$ is a closed subset of the space $\mathcal{C}^{2}(M)$ associated with a $m$-dimensional compact $\mathcal{C}^{2}$ Riemannian manifold $M$, and
$V(f)=\mathcal{H}^{m-1}\left(f^{-1}(0)\right)$ is the nodal volume of a mapping $f \in \mathcal{C}^{2}(M)$ such that 0 is a regular value of $f$ (see Definitions 4.2 and 4.3).

Remark 4.1. Fix $m \geq 2$. In the case where $M$ is a bounded domain of $\mathbb{R}^{m}$ with a smooth boundary, and $f: M \rightarrow \mathbb{R}$ is a $\mathcal{C}^{2}$ mapping such that 0 is a regular value of $f$, formula (1.4) takes the following simple form: for the mapping $g \mapsto V(g)=\mathcal{H}^{m-1}\left(g^{-1}(0)\right)$ and for any $h \in \mathcal{C}^{2}(M)$, writing $Z=f^{-1}(0)$, one has that

$$
\begin{align*}
\left\langle d_{f} V, h\right\rangle= & \int_{Z} \frac{h(x)}{\|\nabla f(x)\|^{2}} \cdot\left\{\nu \operatorname{Hess} f(x) \nu^{T}-\Delta f(x)\right\} \mathcal{H}^{m-1}(d x)  \tag{4.1}\\
& +\int_{Z \cap \partial M} h(x) \cdot \frac{\langle\nabla f(x), \mathbf{n}(x)\rangle}{\left\|\nabla\left(\left.f\right|_{\partial M}\right)\right\|\|\nabla f(x)\|} \mathcal{H}^{m-2}(d x)
\end{align*}
$$

where $\nu=\nabla f(x) /\|\nabla f(x)\|$, and $\mathbf{n}(x)$ is the outward pointing normal at $x \in \partial M$. It is interesting that formula (4.1) can be deduced by formally differentiating the right-hand side of (1.5) under the integral sign. Writing $A_{x}(g):=\delta_{0}(g(x))$ and $B_{x}(g):=\|\nabla g(x)\|$, one has indeed the formal chain rule

$$
\begin{equation*}
\left\langle d_{f} V, h\right\rangle=\int_{M}\left\langle d_{f} A_{x}, h\right\rangle\|\nabla f(x)\| d x+\int_{M} \delta_{0}(f(x))\left\langle d_{f} B_{x}, h\right\rangle d x:=(I)+(I I) . \tag{4.2}
\end{equation*}
$$

Now, standard computations yield that

$$
\left\langle d_{f} B_{x}, h\right\rangle=\frac{\langle\nabla f(x), \nabla h(x)\rangle}{\|\nabla f(x)\|}
$$

whereas a formal integration by parts based on the divergence theorem leads to

$$
(I)=-\int_{M} \delta_{0}(f(x))\left\{\nabla \bullet \frac{h(x) \nabla f(x)}{\|\nabla f(x)\|}\right\} d x+\int_{\partial M} \delta_{0}(f(x)) h(x) \frac{\langle\nabla f(x), \mathbf{n}(x)\rangle}{\|\nabla f(x)\|} d x
$$

where the symbol • indicates a scalar product in $\mathbb{R}^{m}$; the fact that $(I)+(I I)$ equals the right-hand side of (4.1) now follows by explicitly computing the term between curly brackets inside the first integral.
4.2. Elements of Riemannian geometry. Our main references for this section are the monographs [2, 40, 48, 49, 57], to which we refer the reader for any unexplained notion and results. For $m \geq 1$, we consider an $m \geq 1$ dimensional $\mathcal{C}^{2}$ compact Riemannian manifold $M$, possibly with boundary $\partial M$, endowed with a metric $g: T M \otimes T M \rightarrow \mathbb{R}$ of class $\mathcal{C}^{2}$, with associated norm $\|\cdot\|=\sqrt{g(\cdot, \cdot)}$. We can think that $M$ is a stratified manifold (see [2, Section 8.1]) with two strata: the interior $M^{\circ}$ of dimension $m=: \operatorname{dim} M$ and the boundary $\partial M$ of dimension $m-1$, with the tangent bundle of $M^{\circ}$ that extends to a vector bundle $T M$ over all $M$. There is a $\mathcal{C}^{1}$ section $\mathbf{n}: \partial M \rightarrow T M$ defined as the unit (i.e., $\|\mathbf{n}\|=1$ ) outward normal vector to $\partial M$, so that $\left.T M\right|_{\partial M}=T \partial M \oplus_{\perp} \operatorname{span}\{\mathbf{n}\}$; see e.g. [48, p. 391].
4.2.1. Volumes. We use the notation $\int_{M} f d M=\int_{M} f(p) d M(p)$ for the integration of a Borel function $f: M \rightarrow \mathbb{R}$ with respect to the volume measure of $(M, g)$. The integral is defined as the linear functional such that when $f$ is supported in the domain of a chart $\varphi: O \rightarrow \mathbb{R}^{m}$,

$$
\int_{M} f d M:=\int_{\varphi(O)} f\left(\varphi^{-1}(x)\right) \sqrt{\operatorname{det} G(x)} d x
$$

where $G_{i j}(x)=g\left(\frac{\partial \varphi^{-1}}{\partial x^{i}}(x), \frac{\partial \varphi^{-1}}{\partial x^{j}}(x)\right)$. In particular, if $Z \subset M$ is a submanifold of dimension $k$, endowed with the metric induced by $g$ and $\mathcal{H}^{k}$ denotes the $k$-dimensional Hausdorff measure
on $M$ with respect to the geodesic distance induced by $g$ (see e.g. [2, pp. 168-169]), then $\int_{Z} f d Z=\int_{M} f(p) 1_{Z}(p) \mathcal{H}^{k}(d p)$, so that the volume, or $k$-volume, of $Z$ is

$$
\mathcal{H}^{k}(Z)=\int_{Z} 1 d Z
$$

Plainly, the 1 -volume is the length and the 2 -volume is the surface area.
4.2.2. Gradient, Hessian and Laplacian. The metric induces an isomorphism of vector bundles $\sharp_{g}: T^{*} M \rightarrow T M$, which raises the indices and whose inverse is denoted by $b_{g}$. We will adopt the standard notation

$$
\alpha^{\sharp}:=\sharp g(\alpha),
$$

for any $\alpha \in T_{p}^{*} M$, so that for all $v \in T_{p} M$, we have $g\left(\alpha^{\sharp}, v\right)=\langle\alpha, v\rangle$. The gradient of a differentiable function $f \in \mathcal{C}^{2}(M)$ is the vector field $\operatorname{grad} f=d f^{\sharp} \in \mathfrak{X}^{1}(M)$ such that

$$
g(\operatorname{grad} f(p), v)=\left\langle d_{p} f, v\right\rangle
$$

Let $\nabla$ denotes the Levi-Civita connection of the metric $g$. The Hessian of $f \in \mathcal{C}^{2}(M)$ at $p \in M$ is the symmetric bilinear form $\operatorname{Hess}_{p} f: T_{p} M \times T_{p} M \rightarrow \mathbb{R}$ such that

$$
\operatorname{Hess}_{p} f(v, w)=\left\langle\nabla_{v}\left(d_{p} f\right), w\right\rangle,
$$

and defines a continuous tensor Hess $f$. The corresponding linear operator is $\operatorname{Hess}^{\sharp} f=\sharp_{g}$ 。 Hess $f: T M \rightarrow T M$, that is the operator such that $g\left(\operatorname{Hess}^{\sharp} f(v), w\right)=\operatorname{Hess} f(v, w)$ for all $v, w \in$ $T M$. Since $\nabla \sharp_{g}=\sharp_{g} \nabla$, it follows that Hess ${ }^{\sharp} f=\nabla \operatorname{grad} f$. Taking the trace of the Hessian, with respect to the metric, one obtains the Laplace-Beltrami operator $\Delta: \mathcal{C}^{2}(M) \rightarrow \mathcal{C}^{0}(M)$, or just the Laplacian, of the metric $g$ :

$$
\Delta f=\operatorname{tr}_{g}(\operatorname{Hess} f)=\operatorname{tr}\left(\operatorname{Hess}^{\sharp} f\right)
$$

4.2.3. Mean curvature. Given $f \in \mathcal{C}^{2}(M)$, such that $\left\{p \in M: f(p)=0, d_{p} f=0\right\}=\emptyset$, then $Z=f^{-1}(0)$ is a $\mathcal{C}^{2}$ hypersurface, cooriented by the normal vector field $\nu=\|\operatorname{grad} f\|^{-1} \operatorname{grad} f$. The second fundamental form of $Z$ at $p \in Z$ is the bilinear form $\mathrm{II}_{p}=\left.\left\|d_{p} f\right\|^{-1} \operatorname{Hess}_{p} f\right|_{T Z}$. Indeed, for any $v, w \in T_{p} Z$ we have

$$
\begin{equation*}
\mathrm{II}(v, w) \stackrel{\text { def }}{=} g\left(v, \nabla_{w} \nu\right)=\frac{\operatorname{Hess} f(v, w)}{\|d f\|}-g(v, \nu) \frac{\operatorname{Hess} f(\nu, w)}{\|d f\|} \tag{4.3}
\end{equation*}
$$

but the second term vanishes because $T_{p} Z=\nu(p)^{\perp}$. Finally, the mean curvature of $Z$ is the trace of II with respect to the restriction of $g$ to $T Z$, that is the function $H_{Z} \in \mathcal{C}^{0}(Z)$

$$
\begin{equation*}
H_{Z}=\operatorname{tr}_{g}(\mathrm{II})=\|d f\|^{-1}(\Delta f-\operatorname{Hess} f(\nu, \nu)) . \tag{4.4}
\end{equation*}
$$

4.3. Nodal volume and regular values: main results. The next definition formally introduces the main object of our paper.

Definition 4.2 (Nodal volumes). Let the above notation and assumptions prevail. We define the nodal volume as the mapping $V: \mathcal{C}^{2}(M) \rightarrow \mathbb{R}: f \mapsto V(f)$ such that

$$
\begin{equation*}
V(f):=\mathcal{H}^{m-1}\left(f^{-1}(0)\right) . \tag{4.5}
\end{equation*}
$$

Observe that the definition of $V$ is well given because $f^{-1}(0)$ is a closed (and, therefore, Borel) set. In general, $V$ is a mapping possessing some degree of regularity only when restricted to functions $f$ such that $f^{-1}(0)$ is a submanifold - the latter property is encoded in the fundamental notion of regular value.

Definition 4.3 (Regular Values). For $m \geq 1$, let $M$ be a $m$-dimensional $\mathcal{C}^{2}$ Riemannian manifold with boundary, let $f \in \mathcal{C}^{2}(M)$ and $r \in \mathbb{R}$. If $\partial M=\emptyset$, then we say that $r$ is a regular value of $f$, and write $f \pitchfork r$, if for every $p \in M$, the following implication holds: $f(p)=r \Longrightarrow d_{p} f \neq 0$. In general, we say that $r$ is a regular value of $f$, and write $f \pitchfork r$, if and only if $\left.f\right|_{M^{\circ}} \pitchfork r$ and $\left.f\right|_{\partial M} \pitchfork r$. Moreover, $r$ is said to be a critical value of $f$ if it is not a regular value. From now on, we write

$$
\begin{equation*}
\mathcal{U}:=\left\{f \in \mathcal{C}^{2}(M): f \pitchfork 0\right\} \tag{4.6}
\end{equation*}
$$

Definition 4.4 (Neat Hypersurfaces). Following [40, Section 1.4], we say that a subset $Z \subset M$ is a $\mathcal{C}^{2}$ neat submanifold of $M$, having codimension $k$, if for every point $p \in Z$, there is a $\mathcal{C}^{2}$ chart $\varphi: O \rightarrow \mathbb{R}^{m-1} \times[0,+\infty)$ of $M$ around $p$, such that $Z \cap O=\varphi^{-1}\left(\mathbb{R}^{m-k}\right)$. As customary, we will say: hypersurface, in place of: submanifold of codimension one.

In particular, a $\mathcal{C}^{2}$ neat hypersurface $Z \subset M$ is a $\mathcal{C}^{2}$ manifold with boundary $\partial Z=Z \cap \partial M$, and such that for every $x \in \partial Z$, we have $T_{x} Z \cap T_{x} \partial M=T_{x} \partial Z$. We refer to [40, Section 1.4] for more details. The following statement explains the relation between the two above definitions; its proofs can be found in [40, Theorem 1.4.1].

Proposition 4.5. The class $\mathcal{U}$ defined in (4.6) is an open subset of $\mathcal{C}^{2}(M)$. Moreover, if $f \in \mathcal{U}$, then $Z:=f^{-1}(0)$ is a $\mathcal{C}^{2}$ neat hypersurface of $M$.

In short, all subsets that are not neat hypersurfaces are somewhat degenerate for our study. In this sense, the functions in the class $\mathcal{U}$ are non-degenerate, in that the equation $f=0$ defines a neat hypersurface. The next result is the main achievement of the section, as well as the linchpin of the entire paper. The proof is deferred to Section 4.6.
Theorem 4.6 (Nodal volumes as differentiable mappings). Assume that $M$ is a $\mathcal{C}^{2}$ Riemannian manifold with boundary $\partial M$ and let $\mathbf{n} \in \Gamma^{\infty}\left(\left.T M\right|_{\partial M}\right)$ denote the outward normal vector to the boundary. Define $\mathcal{U} \subset \mathcal{C}^{2}(M)$ as in (4.6). Then, the following conclusions hold:
(1) The nodal volume mapping $V$ defined in (4.5) is such that $V \in \mathcal{C}^{1}(\mathcal{U})$.
(2) Fix $f \in \mathcal{U}$, let $Z:=f^{-1}(0)$, and define $\nu:=\|\operatorname{grad} f\|^{-1} \operatorname{grad} f$ and $\tilde{\Delta} f:=\Delta f-$ $\operatorname{Hess} f(\nu, \nu)$. Then, formula (1.4) holds for all $h \in \mathcal{C}^{2}(M)$, that is:

$$
\left\langle d_{f} V, h\right\rangle=-\int_{Z} h \cdot \frac{\tilde{\Delta} f}{\|d f\|^{2}} d Z+\int_{\partial Z} h \cdot \frac{g(\mathbf{n}, \nu)}{\left\|d\left(\left.f\right|_{\partial M}\right)\right\|} d \partial Z
$$

where the existence of the integrals on the right-hand side is part of the conclusion.
For the next statement, we assume that $X \in \mathcal{C}^{2}(M)$ is a centered Gaussian element with values in $\mathcal{C}^{2}(M)$ and law $\mu$. We write $\mathbb{E}[X(p) X(q)]:=K_{X}(p, q)$ for the covariance of $X$ and denote by $E \subset \mathcal{C}^{2}(M)$ the topological support of $\mu$.
Corollary 4.7 (Cameron-Martin norms). Under the above notation and assumptions, let $\mathcal{H}_{X} \subset E$ denote the Cameron-Martin space of $X$, and assume that

$$
\mathbb{P}[X \in \mathcal{U}]=\mu(E \cap \mathcal{U})=1
$$

Let $Z=Z_{X}=X^{-1}(0)$ and set $\nu=\nu_{X}=\|\operatorname{grad} X\|^{-1} \operatorname{grad} X$. Then, the nodal volume mapping $V$ defined in (4.5) is such that $V \in \mathcal{C}^{1}\left(\mathcal{U}_{0}\right)$, where $\mathcal{U}_{0}:=E \cap \mathcal{U}$, and consequently $\left.d_{X} V\right|_{\mathcal{H}_{X}} \in \mathcal{H}_{X}^{*} \cong \mathcal{H}_{X}$. Moreover, a.s. $-\mathbb{P}$,

$$
\begin{aligned}
\left\|d_{X} V\right\|_{\mathcal{H}_{X}}^{2}= & \int_{Z} \int_{Z} \frac{\tilde{\Delta} X(p)}{\left\|d_{p} X\right\|^{2}} \frac{\tilde{\Delta} X(q)}{\left\|d_{q} X\right\|^{2}} K_{X}(p, q) d Z(p) d Z(q) \\
& +\int_{\partial Z} \int_{\partial Z} \frac{g_{p}(\mathbf{n}, \nu) g_{q}(\mathbf{n}, \nu)}{\left\|d_{p}\left(\left.X\right|_{\partial M}\right)\right\|\left\|d_{q}\left(\left.X\right|_{\partial M}\right)\right\|} K_{X}(p, q) d \partial Z(p) d \partial Z(q)
\end{aligned}
$$

Proof. The proof is a direct consequence of the content of Remark (3.5)-(b), in the special case $G=d_{X} V$ and $\theta(d p)=\left\|d_{p} X\right\|^{-2} 1_{Z}(p) d Z+1_{\partial Z}(p) g_{p}(\mathbf{n}, \nu)\left\|\left.d_{p} X\right|_{\partial M}\right\|^{-1} d \partial Z$.

Remark 4.8. In the previous statement, the random element $\Omega \ni \omega \mapsto d_{X} V(\omega)$ is defined as follows: $d_{X} V(\omega)=d_{X(\omega)} V$, whenever $\omega$ is such that $X(\omega) \in \mathcal{U}_{0}$, and $d_{X} V(\omega)=0$ otherwise.

Before proving Theorem 4.6 in Section 4.6, one needs to study in some detail the first-order variations of nodal volumes. The necessary technical statements are gathered together in Sections 4.4 and 4.5.
4.4. First variation of the volume. The mean curvature of a (compact and oriented) hypersurface is known to be the derivative of the $d-1$ dimensional volume of the surface (see [57]), in the sense that if we move $Z$ in the direction of $\nu$ for a small time $t$ inside a closed manifold $M$, then, the volume varies as $\mathcal{H}^{m-1}\left(Z_{t}\right)=t \int_{Z} H_{Z} d Z+o(t)$. Let us report the most general formula, including the case when the variation has a tangential component $T \in \mathfrak{X}^{1}(Z)$ and $Z \subset M$ is a submanifold with boundary $\partial Z$ without any assumption on the relative positions of $\partial Z$ and $\partial M$. Assume that $Z_{t}=\phi_{t}(Z)$, where $\phi:(-\varepsilon, \varepsilon) \times Z \rightarrow M$ is a $\mathcal{C}^{1}$ map such that $\phi_{t}=\phi(t, \cdot)$ is an immersion for all $t$. Let us define the first variation of such family of parametrized hypersurfaces as $\delta Z:=\left.\frac{d \phi_{t}}{d t}\right|_{t=0}$, which is a $\mathcal{C}^{1}$ section of $\left.T M\right|_{Z}$. Then we can decompose $\delta Z=T+\dot{Z} \nu$ into a tangential vector field $T \in \mathfrak{X}^{1}(Z)$ and a section of the normal bundle determined by a function $\dot{Z} \in \mathcal{C}^{1}(Z)$. Recall that in this case $T_{z} Z^{\perp}$ is just a line spanned by $\nu(z)=\|\operatorname{grad} f(z)\|^{-1} \operatorname{grad} f(z)$. The following formula holds (see [57, Section 1 , page 4]).

$$
\begin{equation*}
\left.\frac{d}{d t}\right|_{0} \mathcal{H}_{m-1}\left(Z_{t}\right)=\int_{Z} \dot{Z} \cdot H_{Z}+\operatorname{div}(T) d Z . \tag{4.7}
\end{equation*}
$$

We will need the following formulation of the above formula.
Proposition 4.9. Let the assumptions above prevail. If, moreover, $\partial Z_{t} \subset \partial M$, but $\left.T Z_{0}\right|_{\partial Z_{0}} \neq$ TวM, then

$$
\left.\frac{d}{d t}\right|_{0} \mathcal{H}_{m-1}\left(Z_{t}\right)=\int_{Z} g(\delta Z, \nu) \cdot H_{Z} d Z-\int_{\partial Z} g(\delta Z, \nu) \frac{g(\mathbf{n}, \nu)}{\sqrt{1-g(\mathbf{n}, \nu)^{2}}} d \partial Z
$$

where $H_{Z}$ is the mean curvature of $Z$ in the direction $\nu$, defined as in Equation (4.4).
Proof. By (4.7) and Stokes-divergence theorem, we have that

$$
\left.\frac{d}{d t}\right|_{0} \mathcal{H}_{m-1}\left(Z_{t}\right)=\int_{Z} g(\delta Z, \nu) \cdot H_{Z} d Z+\int_{\partial Z} g\left(\mathbf{n}_{\partial}, T\right) d \partial Z,
$$

where $\mathbf{n}_{\partial} \in \Gamma^{\infty}(N \partial Z)$ is the outward unit normal vector of $\partial Z$. We have that for $x \in \partial Z$, $\mathbf{n}=\mathbf{n}(x)$ belongs to the space $\left(T_{x} \partial Z\right)^{\perp}$ spanned by the orthonormal basis given by $\mathbf{n}_{\partial}=\mathbf{n}_{\partial}(x)$ and $\nu=\nu(x)$, Moreover, by construction, both $\mathbf{n}_{\partial}$ and $\mathbf{n}$ are pointing outside of $\partial M$, thus $g\left(\mathbf{n}, \mathbf{n}_{\partial}\right)=\sqrt{1-g(\mathbf{n}, \nu)^{2}}>0$. Under the hypothesis that $\partial Z_{t} \subset \partial M$ for all $t$, we must have that $\delta Z(x) \in T_{x} \partial M=\mathbf{n}^{\perp}$, so that, evaluating at $x$,

$$
g\left(\mathbf{n}_{\partial}, T\right)=g\left(\mathbf{n}_{\partial}, \delta Z\right)=-\frac{g(\mathbf{n}, \nu)}{\sqrt{1-g(\mathbf{n}, \nu)^{2}}} g(\nu, \delta Z)
$$

4.5. Change of variation formula. Let $f \in \mathcal{U} \subset \mathcal{C}^{2}(M)$ and $Z=f^{-1}(0)$. In order to apply the formula of Proposition 4.9 we need to represent the family of hypersurfaces $Z_{t}=$ $(f+t h)^{-1}(0)$ as a small translation of $Z$ in the direction of a vector field $\delta Z: Z \rightarrow T M$. To this end we look for a time dependent vector field $W \in \mathcal{C}^{1}(\mathbb{R} \times M, T M)$ such that, if $P^{t}$ is the flow of $W_{t}$, then $P^{t}(Z)=Z_{t}$. This is equivalent to look for a solution $W_{t}$ of the equation:

$$
(f+t h)\left(P^{t}(z)\right)=0,
$$

By differentiating with respect to $t$, we get the equivalent condition that:

$$
\begin{equation*}
\left\langle d_{p} f+t d_{p} h, W_{t}(p)\right\rangle+h(p)=0, \text { for all } p \in Z_{t} \text { and } t \in(-\varepsilon, \varepsilon) . \tag{4.8}
\end{equation*}
$$

The second equation is solved in a neighborhood of $Z$ by the vector field

$$
\begin{equation*}
W_{t}=-h\|\operatorname{grad}(f+t h)\|^{-2} \operatorname{grad}(f+t h), \tag{4.9}
\end{equation*}
$$

which is of class $\mathcal{C}^{1}$ in that neighborhood. Using a partition of unity, $W_{t}$ can be extended to a $\mathcal{C}^{1}$ vector field $W_{t}$ on the whole manifold $M$. If the manifold is closed, i.e. $\partial M=\emptyset$, then $P^{t}$ is defined for all times and we have $P^{t}(Z)=Z_{t}$ for small enough $t$. In this case, we can apply Proposition 4.9 directly with

$$
\begin{equation*}
\delta Z=\left.W_{0}\right|_{Z}=-h \frac{\operatorname{grad} f}{\|\operatorname{grad} f\|^{2}} \tag{4.10}
\end{equation*}
$$

and deduce the formula for $d_{f} V$ from Equation (4.4). In the general case, we cannot argue that $Z_{t}=P_{t}(Z)$ because the flow $P_{t}$ is not defined for all times, since the trajectories could fall outside the boundary. In this case however, Equation (4.8) holds.
Lemma 4.10. Let $f \in \mathcal{U} \subset \mathcal{C}^{2}(M)$ and $Z=f^{-1}(0)$. Let $P(t, x)=P^{t}(x)$ be the flow of $a$ time dependent vector field $W \in \mathcal{C}^{1}(\mathbb{R} \times M, T M)$, that satisfies (4.9) and $g\left(\mathbf{n},\left.W_{t}\right|_{\partial M}\right)=0$ for $|t| \leq \varepsilon$. Then, $P:(-\varepsilon, \varepsilon) \times M \rightarrow M$ is a $\mathcal{C}^{1}$ map and, for all $t \in(-\varepsilon, \varepsilon)$, the map $P^{t}: M \rightarrow M$ is a $\mathcal{C}^{1}$ diffeomorphism such that $P^{t}(Z)=Z_{t}$.

Proof. Since $g\left(\mathbf{n}, W_{t}^{\partial}\right)=0$, the vector field $W_{t}^{n}$ is tangent to the boundary $\partial M$. This ensures, by standard O.D.E. theory (see [40, Section 6.2]), that there exists a flow $P_{t}^{n}: M \rightarrow M$ of $W_{t}^{n}$ defined for all times $t \in \mathbb{R}$. Since $W^{n} \in \mathcal{C}^{1}(\mathbb{R} \times M, T M)$, by the property of smooth dependence on initial data of O.D.E., we have $P^{n} \in \mathcal{C}^{1}(\mathbb{R} \times M, M)$.
4.6. Proof of Theorem 4.6. Let $Z_{t}=\{f+t h=0\}$ and $Z_{0}=Z$. We take the time-dependent vector field $W_{t}^{o} \in \mathcal{C}^{1}(\mathbb{R} \times M, T M)$ is defined so that $W_{t}^{o}=-h\|\operatorname{grad}(f+t h)\|^{-2} \operatorname{grad}(f+t h)$ in a neighborhood $\mathcal{Q}$ of $Z$ which contains all $Z_{t}$ for $|t| \leq t_{0}$ small enough. Therefore, for every $p \in Z_{t}$, we have that

$$
\begin{equation*}
\left\langle d_{p} f+t d_{p} h, W_{t}^{\mathrm{o}}(p)\right\rangle+h(p)=0, \text { for all } p \in Z_{t} \tag{4.11}
\end{equation*}
$$

Observe that, applying the same argument to $\left.f\right|_{\partial M}$ yields a time-dependant vector field $W^{\partial} \in$ $\mathcal{C}^{1}(\partial M \times \mathbb{R}, T \partial M)$ such that

$$
\begin{equation*}
\left\langle d_{p} f+t d_{p} h, W_{t}^{\partial}(p)\right\rangle+h(p)=0, \text { for all } p \in \partial Z_{t} . \tag{4.12}
\end{equation*}
$$

Let $\rho_{n} \in \mathcal{C}^{\infty}(M,[0,1])$ be a sequence of smooth functions such that $\rho_{n}(\partial M)=1$ and such that $\sup _{K} \rho_{n} \rightarrow_{n \rightarrow \infty} 0$ for any $K \subset M^{\circ}$ compact subset. This can be achieved by taking $\rho_{n}$ supported in a tubular neighborhood of $\partial M$ of radius $\frac{1}{n}$. It is also convenient to extend $\mathbf{n}$ and $W_{t}^{\partial}$ to vector fields $\mathbf{n} \in \mathfrak{X}^{\infty}(M)$ and $W_{t}^{\partial} \in \mathfrak{X}^{1}(M)$. We can assume that Equation (4.12) remains true for all $p$ in a fixed neighborhood $\mathcal{Q}_{\partial}$ containing $\partial Z_{t}$ for all $|t| \leq t_{0}$. Define

$$
W_{t}^{n}:=W_{t}^{\mathrm{o}}\left(1-\rho_{n}\right)+W_{t}^{\partial} \rho_{n} \in \mathfrak{X}^{1}(M),
$$

Observe that $g\left(\mathbf{n}, W_{t}^{n}\right)=g\left(\mathbf{n}, W_{t}^{\partial}\right)=0$. By construction, there is $n_{0} \in \mathbb{N}$ big enough that $Z_{t} \cap \operatorname{supp}\left(\rho_{n}\right) \subset \mathcal{Q}_{\partial}$, for all $|t| \leq t_{0}$ and $n \geq n_{0}$. Then, for $p \in Z_{t}$, both Equation (4.11) and

Equation (4.12) hold and hence, by linearity, we can apply Lemma 4.10 to the vector field $W_{t}^{n}$, hence $P_{t}^{n}(Z)=Z_{t}$ for all $t \in\left[-t_{0}, t_{0}\right]$ and $n \geq n_{0}$. Define a parametrization of $Z_{t}$ as the $\mathcal{C}^{1}$ map $\phi: \mathbb{R} \times Z \rightarrow M$ such that $\phi(t, z)=P_{t}^{n}(z)$, then an application of Proposition 4.9 with $\delta Z=W_{0}^{n}$, yields

$$
\begin{aligned}
\left.\frac{d}{d t}\right|_{0} & \mathcal{H}_{m-1}\left(Z_{t}\right)=\int_{Z} g\left(W_{0}^{n}, \nu\right) \cdot H_{Z} d Z-\int_{\partial Z} g\left(W_{0}^{n}, \nu\right) \frac{g(\mathbf{n}, \nu)}{\sqrt{1-g(\mathbf{n}, \nu)^{2}}} d \partial Z(x)= \\
= & \int_{Z}\left(\frac{d f\left(W_{0}^{o}\right)\left(1-\rho_{n}\right)}{\|d f\|}+g\left(\nu, W_{0}^{\partial}\right) \rho_{n}\right) \cdot H_{Z} d Z \\
& -\int_{\partial Z} \frac{d f\left(W_{0}^{\partial}\right)}{\|d f\|} \frac{d f(\mathbf{n})}{\sqrt{\|d f\|^{2}-d f(\mathbf{n})^{2}}} d \partial Z(x) \\
& =\ldots,
\end{aligned}
$$

for all $n \geq n_{0}$, thus letting $n \rightarrow \infty$, we obtain that

$$
\begin{aligned}
\ldots & =\int_{Z} \frac{-h}{\|d f\|} \cdot H_{Z} d Z-\int_{\partial Z} \frac{-h}{\|d f\|} \frac{d f(\mathbf{n})}{\sqrt{\|d f\|^{2}-d f(\mathbf{n})^{2}}} d \partial Z(x)= \\
& =\int_{Z} \frac{-h}{\|d f\|} \cdot \frac{\tilde{\Delta} f}{\|d f\|} d Z+\int_{\partial Z} \frac{h}{\|d f\|} \frac{d f(\mathbf{n})}{\| d\left(\left.f\right|_{\partial M)} \|\right.} d \partial Z(x) .
\end{aligned}
$$

The fact that $V \in \mathcal{C}^{1}(\mathcal{U})$, follows because the differential map $d V: \mathcal{U} \rightarrow \mathcal{C}^{2}(M)^{*}$ is continuous.

### 4.7. Isotopy.

Definition 4.11 ( $\mathcal{C}^{1}$-isotopic). Let $Z_{0}, Z_{1} \subset M$ be two $\mathcal{C}^{1}$ submanifolds. We say that $Z_{0}$ and $Z_{1}$ are $\mathcal{C}^{1}$-isotopic in $M$ if there is a $\mathcal{C}^{1}$ diffeotopy of $M$ that sends $Z_{0}$ to $Z_{1}$, namely, a $\mathcal{C}^{1}$ function $P: M \times[0,1] \rightarrow M$ such that: $P(\cdot, t)$ is a $\mathcal{C}^{1}$ diffeomorphism for all $t \in[0,1], P(\cdot, 0)$ is the identity and $P\left(Z_{0}, 1\right)=Z_{1}$.
Remark 4.12. This definition agrees with that of [40, Chapter 8, Section 1], after replacing $\mathcal{C}^{\infty}$ with $\mathcal{C}^{1}$, see [40, Chapter 8, Section 1, Exercise 4]. Precisely, because of the Isotopy Extension properties (see [40, Theorems 1.5-1.9]), two submanifolds $Z_{0}, Z_{1}$ are $\mathcal{C}^{1}$-isotopic, according to Definition 4.11, if and only if there is a $\mathcal{C}^{1}$ isotopy $F_{t}: Z_{0} \rightarrow M$ (defined as in [40, Chapter 8, Section 1]) of the embedding $F_{0}: Z_{0} \subset M$ in $M$, such that $F_{1}\left(Z_{0}\right)=Z_{1}$.

The notion of isotopy is very natural in the context of Morse theory. Given a Morse function $T: M \rightarrow \mathbb{R}$ (see [40, Section 6.1] for definitions), if there are no critical values in the interval $(a, b)$, then the level sets $T^{-1}(a)$ and $T^{-1}(b)$ can be continuosly deformed one into the other, see [67, Theorem 3.1]. The deformation is obtained from a construction based on the gradient flow of $T$, which naturally provides an isotopy of the same regularity as that of the differential of $T$. One can then use Proposition 5.8 below to prove that the zero sets $f_{a}^{-1}(0)$ and $f_{b}^{-1}(0)$ are $\mathcal{C}^{1}$-isotopic for any $\mathcal{C}^{1}$ family of functions $f_{t}$ all contained in $\mathcal{U}$ (see Equation (4.6)). We make this discussion rigorous, with the following lemma.
Lemma 4.13. Let $F: M \times[0,1] \rightarrow M$ be continuous and assume that $f_{t}=F(\cdot, t)$ is in $\mathcal{U}=\left\{f \in \mathcal{C}^{2}(M): f \pitchfork 0\right\}$ for all $t \in[0,1]$. Then, the zero sets $f_{1}^{-1}(0)$ and $f_{0}^{-1}(0)$ are $\mathcal{C}^{1}$-isotopic in $M$.

For compact manifolds and $f_{t}=T-t$, this is an easy consequence of the proof of [67, Theorem 3.1], although it does not follow quite explicitely from the statement. The same applies to other mainstream references on Morse theory (for instance, [69, 38, 9, 11]), which indeed are more concerned with topological properties of the level sets. See [23, 47] for extensions to manifolds with boundary. The general case $f_{t}$ can be seen as a particular case of the setting of

Thom's isotopy theorem, see $[38,65]$ and the references therein. Such point of view has been adopted in a recent paper [15, Theorem 4.1] to prove a statement analogous to Lemma 4.13, but which postulates the existence of an isotopy that is only $\mathcal{C}^{0}$. We report a short proof of Lemma 4.13, since all the ingredients are already in Lemma 4.10.

Proof. We start by observing that being $\mathcal{C}^{1}$-isotopic is an equivalence relation. To see the transitivity, observe that two $\mathcal{C}^{1}$ isotopies $P, Q$ such that $P(\cdot, 1)=Q(\cdot, 0)$ can be attached together using a smooth function $\rho:[0,1] \rightarrow[0,1]$ such that $\rho(t)=0$ for $t$ in a neighborhood of 0 and $\rho(t)=1$ for all $t$ in a neighborhood of 1 . Then, the function

$$
F(x, t)=P(x, \rho(2 t)) 1_{\{2 t \leq 1\}}+Q(x, \rho(2 t-1)) 1_{\{2 t \geq 1\}}
$$

is still a $\mathcal{C}^{1}$-isotopy with $F(\cdot, 0)=P(\cdot, 0)$ and $F(\cdot, 1)=Q(\cdot, 1)$. Let us replace the curve $t \mapsto F(\cdot, t)$ in $\mathcal{U}$ with one, called $\tilde{F}$, that is piece-wise of the form $\tilde{F}(\cdot, t)=f_{i}+t h_{i}$ for $t \in\left[t_{i}, t_{i+1}\right]$, for some finite sequence $0=t_{0}<\cdots<t_{n}=1$ and $h_{i} \in \mathcal{C}^{2}(M)$. The sole constraint on $\tilde{F}$ is that $\tilde{F}(\cdot, t) \subset \mathcal{U}$ and $\tilde{F}(\cdot, t)=F(\cdot, t)$ for $t \in\{0,1\}$. This is possible simply because $\mathcal{U}$ is an open subset of $\mathcal{C}^{2}(M)$. Knowing that $\mathcal{C}^{1}$-isotopy is an equivalence relation, we can reduce our study to a single piece, namely to the case when $F(\cdot, t)=f_{0}+$ th for all $t \in[0,1]$, which falls in the context of Lemma 4.10. From Lemma 4.10 and the antecedent discussion, we obtain that for every $s \in[0,1]$, there is an $\varepsilon_{s}>0$, such that if $|t-s|<\varepsilon_{s}$, then $Z_{t}=f_{t}^{-1}(0)$ is $\mathcal{C}^{1}$-isotopic to $Z_{s}=f_{s}^{-1}(0)$. By the compactness of $[0,1]$, we deduce that we can find a finite sequence $0=t_{0}<t_{1}<\cdots<t_{N}=1$ such that $Z_{t_{i}}$ is $\mathcal{C}^{1}$-isotopic to $Z_{t_{i+1}}$ and conclude, from the transitivity, that $Z_{0}$ is $\mathcal{C}^{1}$-isotopic to $Z_{1}$.

## 5. Non-degeneracy conditions

In order to make a meaningful study of the nodal set $Z=X^{-1}(0) \subset M$ of a random field $X$, it is important to rule out the most degenerate situations. In fact, one can show that if $X$ is supported on the whole space $\mathcal{C}^{2}(M)$, then $Z$ ranges over all closed subsets of $M$, see $[84] .{ }^{2}$ However, by Bulinskaya Lemma (see Lemma 5.2 below), under Assumption A, $Z$ is a hypersurface with probability one. In other words, the set

$$
\begin{equation*}
\mathcal{W}:=\mathcal{C}^{2}(M) \backslash \mathcal{U} \tag{5.1}
\end{equation*}
$$

of degenerate maps has zero probability: Lemma 5.2 below says that $\mathbb{P}(X \in \mathcal{W})=0$.
We know by Theorem 4.6 that, outside $\mathcal{W}$, the nodal volume map $V$ is of class $\mathcal{C}^{1}$, hence the study of the Malliavin differentiability of $V$ naturally reduces to a study of $V$ near $\mathcal{W}$. Precisely, in this section we will be concerned about condition (i) of Definition 3.6, which requires to study the regularity of the restriction of $V$ to random segments of the form $[X, X+h]$. Therefore, we will need to investigate the intersections of such random segments with $\mathcal{W}$.

The leading idea of this section, and one key idea of the whole paper, is the following heuristics: Let $E$ be the support of $X$. The set $\mathcal{W} \cap E$ is a stratified hypersurface of $E$. In particular, there is a singular subset $\mathcal{W}^{\prime}$ of codimension 2 such that $E \cap \mathcal{W} \backslash \mathcal{W}^{\prime}$ is a hypersurface. This statement takes a precise meaning when $E$ is finite dimensional, although it is not always true under the sole Assumption A. The notion of codimension in this discussion is purely heuristic and it is expressed by the property, which is the content of Theorem 5.10, that a random segment $[X, X+h]$ in $E$ intersects $\mathcal{W}$ in a finite set, all contained in $\mathcal{W} \backslash \mathcal{W}^{\prime}$. A second key idea is that the main stratum of $\mathcal{W}$ is the set

$$
\begin{equation*}
\mathcal{U}^{\prime}:=\left\{f \in \mathcal{C}^{2}(M): 0 \text { is a Morse critical value of } f\right\} \subset \mathcal{W}, \quad \mathcal{W}^{\prime}:=\mathcal{W} \backslash \mathcal{U}^{\prime} \tag{5.2}
\end{equation*}
$$

[^1]where the definition of Morse critical value will be given below, see Definition 5.5 in Subsection 5.3. In order to prove this, we will introduce the concept of transverse curves (see Definition 5.3 and Proposition 5.8 below), which is analogous to the standard notion of transversality in differential geometry (see Definition 5.3 below). The fact that the degenerate functions in a random segment $[X, X+h]$ have only Morse critical zeroes, will allow us to completely understand when the function $t \mapsto V(X+t h)$ is absolutely continuous, and thus when the condition (i) of Definition 3.6 holds. This is the content of Section 6.

There is one caveat to the previous paragraph: for technical reasons, we will also need to make sure that not too many Morse critical zeros will appear at the same time. We will discuss this in Subsection 5.4 and prove a very precise and general result in this direction, see Theorem 5.12, which is of independent interest. Nevertheless, we stress that for us this is important only to establish Point (iv) of Theorem 1.3, in the case $m=2$.
5.1. The nodal set is a submanifold. When $M \subset \mathbb{R}^{m}$ is an open domain with boundary, the first order Taylor polynomial of a function $f: M \rightarrow \mathbb{R}$ at $p \in M$ is identified by the pair $j_{p}^{1} f:=\left(f(p), d_{p} f\right)$, taking values in $M \times \mathbb{R} \times \mathbb{R}^{m}$. The classical Bulinskaya Lemma is phrased in terms of $j_{p}^{1} f$. Using the language of vector bundles (for which we refer to [40, Section 4.1]), the result generalizes to one that is convenient in our setting.

Definition 5.1. The first jet bundle of $M$ is the vector bundle $J^{1}(M):=\mathbb{R} \times T M$. For any $f \in \mathcal{C}^{1}(M)$, we call the first jet of $f$ the section $p \mapsto j_{p}^{1} f=\left(f(p), d_{p} f\right)$ (see [40, Section 2.4]).

Recall the definition of the set $\mathcal{U}$ given in (4.6). By Proposition 4.5, all maps $f \in \mathcal{U}$ are non-degenerate in the sense that $f^{-1}(0)$ is a $\mathcal{C}^{2}$ neat submanifold of $M$. The following classical lemma gives conditions for which the set $\mathcal{W}$ of degenerate maps, defined as in Equation (5.1), has zero probability.

Lemma 5.2 (Bulinskaya, [10]). Let $X \in \mathcal{C}^{2}(M)$ and assume that for any $p \in M$ the random vector $j_{p}^{1} X=\left(X(p), d_{p} X\right) \in \mathbb{R} \times T_{p} M$ has a density $\left.\rho\right|_{\mathbb{R} \times T_{p} M}$, where $\rho: \mathbb{R} \times T M \rightarrow \mathbb{R}$ is a locally bounded function, then

$$
\mathbb{P}\{X \in \mathcal{U}\}=\mathbb{P}\left\{X^{-1}(0) \text { is a } \mathcal{C}^{2} \text { neat hypersurface of } M\right\}=1 .
$$

Recall the definition of the set $\mathcal{U}$ given in (4.6).
5.2. Transversality. We recall the following standard notions from differential geometry. For references, see [40, Section 3.2].

Definition 5.3. Let $f: M \rightarrow V$ a be a $\mathcal{C}^{r}$ map, with $r \geq 1$, between $\mathcal{C}^{r}$ manifolds, possibly non compact and without boundary. Let $W \subset V$ be a $\mathcal{C}^{r}$ submanifold. We say that $f$ is transverse to $W$ and write

$$
f \pitchfork W
$$

if for every $p \in f^{-1}(W)$, we have that $d_{p} f\left(T_{p} M\right)+T_{f(p)} W=T_{f(p)} V$.
In particular, if $V=\mathbb{R}$ and $W=\{0\}$, then $f \pitchfork 0$ if and only if 0 is a regular value of $f$ as defined in Definition 4.3. A standard consequence of transversality (see [40, Theorem 4.2]) is that if $f \pitchfork W$, then $f^{-1}(W)$ is a $\mathcal{C}^{r}$ submanifold of $M$ having the same codimension as $W$. We will need to consider the case when $W=0_{V}$ is the zero section of a vector bundle $V \rightarrow M$. By passing to local charts this setting can be easily reduced to that of a $\mathcal{C}^{r}$ map $f: \mathbb{R}^{m} \rightarrow \mathbb{R}^{k}$, with $W=\{0\}$. In this setting, Sard's theorem [82], states that the set $\left\{u \in \mathbb{R}^{k}: f+u \pitchfork 0\right\}$ has full Lebesgue measure in $\mathbb{R}^{k}$, provided that $r \geq 1+\max \{m-k, 0\}$. We will use the following generalization proved in [53].

Lemma 5.4. Let $M$ be a $\mathcal{C}^{r}$ manifold of dimension $\operatorname{dim} M=m$, with $\partial M=\emptyset$, possibly not compact. Let $V \rightarrow M$ be a $\mathcal{C}^{r}$ vector bundle of rank $k$ and denote by $0_{V}$ the zero section. Let $X \in \Gamma^{r}(V)$ be a Gaussian random section of class $\mathcal{C}^{r}$ such that for all $p \in M$, the Gaussian random vector $X(p) \in V_{p}$ has a density on $V_{p}$. If $r \geq 1+\max \{m-k, 0\}$, then $\mathbb{P}\left\{X \pitchfork 0_{V}\right\}=1$.

Proof. By passing to local charts, we can reduce to the case of a Gaussian field $X \in \mathcal{C}^{r}\left(M, \mathbb{R}^{k}\right)$. If $r=\infty$, the statement follows directly from [53, Theorem 7]. However, the proof of [53, Theorem 7] employs Sard's theorem and goes through without any modification for finite $r$ such that $r \geq 1+\max \{d-k, 0\}$.
5.3. Degenerations are Morse. Let us introduce the notion of Morse critical value on a manifold with boundary, following [38].
Definition 5.5. Let $(M, g)$ be a $\mathcal{C}^{2}$ Riemannian manifold with boundary and let $f: M \rightarrow \mathbb{R}$ be a $\mathcal{C}^{2}$ function and $r \in \mathbb{R}$ be a critical value. If $\partial M=\emptyset$, we say that $r \in \mathbb{R}$ is a Morse critical value of $f$ if for any point $p$ such that $f(p)=r$ and $d_{p} f=0$, the Hessian $\operatorname{Hess}_{p} f$ : $T_{p} M \times T_{p} M \rightarrow \mathbb{R}$ is non-degenerate. In general, we say that $r \in \mathbb{R}$ is a Morse critical value of $f$ if it is a Morse critical value of $\left.f\right|_{M^{\circ}}$ and $\left.f\right|_{\partial M}$ and if $0 \notin d f(\partial M)$. The mapping $f$ is a Morse function if every critical value of $f$ is a Morse critical value. From now on, we define $\mathcal{U}^{\prime}$ and $\mathcal{W}^{\prime}$ as in Equation (5.2).

The definition of Morse critical value corresponds with that of [38] of Morse functions on stratified spaces, when the strata of $M$ are $M^{\circ}$ and $\partial M$. Notice that this definition does not depend on the metric. In the Gaussian case, in the same setting as that of Lemma 5.2, we have the following stronger statement.
Lemma 5.6. Let $X \in \mathcal{C}^{2}(M)$ be Gaussian and assume that for any $p \in M$ the Gaussian random vector $d_{p} X \in T_{p}^{*} M$ has a density, then $\mathbb{P}\{X$ is Morse $\}=1$.
Proof. When, $\partial M=\emptyset$, the function $f$ is Morse if and only if the differential $d f$ is transverse to the zero section of $T^{*} M$. Applying Lemma 5.4 to $d X$ one obtains that $\mathbb{P}\{X$ is Morse $\}=1$. When there is boundary $\partial M$, by repeating this argument twice: one for $\left.X\right|_{M^{\circ}}$ and one for $\left.X\right|_{\partial M}$, one obtains that $\mathbb{P}\{X$ is Morse $\}=\mathbb{P}\{0 \notin d X(\partial M)\}$. Consider $\left.(d X)\right|_{\partial M}$ as a section of the vector bundle $\left.T M\right|_{\partial M}$; one more application of Lemma 5.4 to that section, shows that $\partial M \cap d X^{-1}(0)=\emptyset$ almost surely, thus we conclude.

In order to discriminate between typical segments and degenerate ones, we introduce the notion of transverse curve. The heuristic behind, confirmed by Theorem 5.10 below, is that a random segment $[X, X+h]$ is almost surely a transverse curve.

Definition 5.7. Let $\mathcal{U}^{\prime}$ and $\mathcal{W}^{\prime}$ be defined as in Equation (5.2). Let $f \in \mathcal{U}^{\prime} \subset \mathcal{W}$. We define the tangent space to $\mathcal{W}$ at $f$ as

$$
T_{f} \mathcal{W}:=\left\{\dot{c}(0) \mid c: \mathbb{R} \rightarrow \mathcal{C}^{2}(M) \text { is a } \mathcal{C}^{1} \text { curve with } c(0)=f \text { and } c(\mathbb{R}) \subset \mathcal{W} .\right\} .
$$

Let $I \subset \mathbb{R}$ be an interval. We will say that a curve $c: I \rightarrow \mathcal{C}^{2}(M)$ is transverse to $\mathcal{W}$ at $t \in I$, and write $c \pitchfork_{t} \mathcal{W}$, if and only if: $c(t) \in \mathcal{W} \Longrightarrow c(t) \in \mathcal{U}^{\prime}$ and $\dot{c}(t) \notin T_{c(t)} \mathcal{W}$. If $c \pitchfork_{t} \mathcal{W}$ for all $t \in I$ and if $c(\partial I) \cap \mathcal{W}=\emptyset$, then we write

$$
c \pitchfork \mathcal{W}
$$

and we say that $c$ is transverse to $\mathcal{W}$ and that $c$ is a transverse curve. When $c(t)=f+t h$, $t \in[0,1]$, we will identify $c$ with its image, the segment $[f, f+h]$.

In a reasonable finite-dimensional setting, one has that $\mathcal{W} \subset E$ is a stratified hypersurface having $\mathcal{W}^{\prime}$ as singular locus. In this situation, a curve $c$ in $E$ is transverse to $\mathcal{W}$ in the usual
sense if and only if $c \pitchfork \mathcal{W}$ in the sense of Definition 5.7. In fact, although we do not need to be that precise, even in this infinite dimensional case, we could argue that $\mathcal{W}$ is a submanifold.

The following proposition clarifies the role of transverse curves and their close relation with Morse functions. Thanks to Corollary 5.11, based on point (4) of Proposition 5.8 below, we will be able to pass from a generic transverse curve or segment $\{c(t): t \in I\}$ to one of the form $\{T-t: t \in I\}$, where $T$ is a Morse function, while preserving the geometry of the zero sets, see Corollary 5.11.

Proposition 5.8. Let $c: I \rightarrow \mathcal{C}^{2}(M)$ be a $\mathcal{C}^{1}$ curve defined on an open interval $I \subset \mathbb{R}$ and denote $c(t):=f_{t}$. The following statements are equivalent.
(1) $c \pitchfork \mathcal{W}$;
(2) $c(I) \cap \mathcal{W} \subset \mathcal{U}^{\prime}$ and $j_{p}^{1} f_{t}=0 \Longrightarrow \frac{d}{d t} f_{t}(p) \neq 0$, for all $t \in I$ and $p \in M$;
(3) the function $j^{1} c: M \times I \rightarrow J^{1}(M)$ defined as $(p, t) \mapsto j_{p}^{1} f_{t}$, is transverse to the zero section $0_{J}:=\{0\} \times 0_{T^{*} M} \subset J^{1}(M) ;$
(4) (If moreover, $c$ is of class $\mathcal{C}^{2}$ ) the equation $f_{t}(p)=0$ is regular on $M \times I$ and defines $a \mathcal{C}^{2}$ hypersurface $N \subset M \times I$ with boundary $\partial N=\partial M \times I$. Moreover, the second projection $\left.\pi_{2}\right|_{N}: N \rightarrow I$ is a Morse function whose critical points $(p, t)$ correspond to the pairs such that $p$ is a critical point of $f_{t}$ with value 0.

Proof. Assume that $c\left(t_{0}\right) \in \mathcal{W}$, then both (1) and (2) imply that $c\left(t_{0}\right) \in \mathcal{U}^{\prime}$, thus that 0 is a Morse critical value of $f_{t_{0}}=c\left(t_{0}\right)$. Let $p_{1}, \ldots, p_{k}$ be the critical points of $f_{t_{0}}$. By applying the implicit function theorem to the equation $d_{p} f_{t}=0$ in a neighborhood of $\left(p_{i}, t_{0}\right)$, we deduce that there exist $k$ curves $p_{i}(\cdot)$ of critical points of $c(\cdot)$ in $M$, that is, such that $d_{p_{i}(t)} f_{t}=0$ for all $t$ close to $t_{0}$. Then, we have that $c(t) \in \mathcal{W}$ if and only if there exists an $i \in\{1, \ldots, k\}$ such that $f_{t}\left(p_{i}(t)\right)=0$. By differentiating the latter equation at $t=t_{0}$, we get that $0=\frac{d}{d t} f_{t}\left(p_{i}(t)\right)=\frac{d}{d t} f_{t}\left(p_{i}\left(t_{0}\right)\right)$. Since the latter condition depends only on the value of $c\left(t_{0}\right)$ and $\dot{c}\left(t_{0}\right)$ at the point $t_{0}$, it follows that the curve $c(t)$ is tranverse to $\mathcal{W}$ at $t_{0}$ if and only if $\left.\frac{d}{d t}\right|_{0} f_{t}\left(p_{i}\left(t_{0}\right) \neq 0\right.$ for all $i \in\{1, \ldots, k\}$. This argument proves that (1) is equivalent to (2).

By definition, point (3) means that if $j_{p}^{1} f_{t}=0$, then $\frac{d}{d t} f_{t}(p) \neq 0$ and $\left(\nabla d f_{t}\right)_{p}: T_{p} M \rightarrow T_{p}^{*} M$ is surjective, i.e., $\operatorname{Hess}_{p} f_{t}$ is non degenerate. The second condition implies that $f_{t} \in \mathcal{W} \backslash \mathcal{W}^{\prime}$. Therefore, (2) and (3) are equivalent.
$(2) \Longrightarrow(4): \mathrm{By}(2)$, we have that the differential of the function $(p, t) \mapsto f_{t}(p)$ cannot vanish at a point of $N=\left\{(p, t) \in M \times I: f_{t}(p)=0\right\}$, therefore $N$ is a $\mathcal{C}^{2}$ hypersurface of $M \times I$. The $\mathcal{C}^{2}$ regularity follows from that of the defining equation $c(t)(p)=$, which is of class $\mathcal{C}^{2}$ because $c$ is. The tangent space of $N$ at $(p, t) \in N$ is

$$
T_{(p, t)} N=\operatorname{ker}\left(\frac{d}{d t} f_{t}(p) d t+d_{p} f_{t}=0\right)
$$

so that $\left.d t\right|_{T_{(p, t)} N}=0$ if and only if $\left.d_{p} f_{t}\right|_{N}=0$, from which we deduce the characterization of critical points. Given that $N$ has codimension 1 , a point $(p, t)$ is critical for the second projection if and only if $T_{(p, t)} N=T_{p} M \times\{0\}$. By differentiating twice the equation of $N$ along a curve $(p(s), t(s)) \in N$, such that $p(0)=p, t(0)=t$ and $v:=(\dot{p}, \dot{t}) \in T_{(p, t)} N$, we obtain that

$$
\operatorname{Hess}_{(p, t)}\left(\left.\pi_{2}\right|_{N}\right)(v, v)=\ddot{t}=\left(\frac{d}{d t} f_{t}(p)\right)^{-1} \operatorname{Hess}_{p} f_{t}(\dot{p}, \dot{p})
$$

It follows that $(p, t)$ is Morse as a critical point of $\left.\pi_{2}\right|_{N}$ if and only if $p$ it is a Morse critical point of $f_{t}$. Repeating the previous argument backwards one can prove that $(4) \Longrightarrow(2)$.

Corollary 5.9. Every point $f \in \mathcal{U}^{\prime}$ lies on a tranverse curve. Thus, $\mathcal{U}^{\prime}=\{c(0): c \pitchfork$ $\mathcal{W}$ and $c(0) \notin \mathcal{U}\}$.

Proof. By point (2), we have that the curve defined as $c(t)=f+t X$ is almost surely a transverse curve on a small enough (random) interval $t \in(-\varepsilon(X), \varepsilon(X))$.

We are ready to state and prove the main theorem of this section, having as an immediate consequence that almost every segment $[X, X+h]$ is transverse to $\mathcal{W}$.
Theorem 5.10. Let Assumption A prevail. Let $c:[0,1] \rightarrow \mathcal{C}^{2}(M)$ be any $\mathcal{C}^{2}$ curve. Then $\mathbb{P}\{c+X \pitchfork \mathcal{W}\}=1$.
Proof. We have that the assignement $\psi_{X}(p, t)=j_{p}^{1}(X+c(t))$ defines a $\mathcal{C}^{1}$ Gaussian random section $\psi_{X}: M \times \mathbb{R} \rightarrow J^{1}(M)$ of the vector bundle $V \rightarrow \mathbb{R} \times M$ obtained as a trivial extension of $J^{1}(M) \rightarrow M$. By hypothesis $\psi_{X}(p, t)$ has a density on $V_{(p, t)}$. Notice that the rank of $V$ is $m+1$, which is equal to the dimension of $M \times \mathbb{R}$, thus the $\mathcal{C}^{1}$ regularity of $\psi_{X}$ is sufficient to apply Lemma 5.4, from which it follows that $\psi_{X} \pitchfork 0_{V}$ almost surely. The latter is equivalent to $X+c \pitchfork \mathcal{W}$, by point (3) of Proposition 5.8. Finally, we have that $\mathbb{P}\{c(i)+X \cap \mathcal{W}=\emptyset\}=1$ by Lemma 5.2.
Corollary 5.11. Let Assumption A prevail. Let $\left\{f_{t}: t \in[0,1]\right\}$ be a $\mathcal{C}^{2}$ transverse curve. Then, there exists a $\mathcal{C}^{2}$ compact m-dimensional Riemannian manifold $N$ with boundary and $a$ Morse function $T: N \rightarrow \mathbb{R}$, such that $T^{-1}(t)$ is $\mathcal{C}^{2}$ isometric to $f_{t}^{-1}(0)$ for all $t \in[0,1]$, via the restriction of a $\mathcal{C}^{2}$ map $\pi: N \rightarrow M .{ }^{3}$

Proof. The statement almost follows from point (4) of Proposition 5.8, except for the fact that the manifold $N$ so defined can have corners at $N \cap \partial M \times\{0,1\}$. We can extend $N$ to a manifold without corners as follows.

Consider the segments $\left[1, f_{0}\right]$ and $\left[f_{1}, 1\right]$ in $\mathcal{C}^{2}(M)$. By Theorem 5.10 there are realizations $h_{0}, h_{1}$ of $X$, such that $\left[1, f_{0}\right]+h_{0}$ and $\left[f_{1}, 1\right]+h_{1}$ are transverse curves. Moreover, we can choose $h_{i}$ so small (in $\mathcal{C}^{2}(M)$ ) that, for $i \in\{0,1\}, h_{i}+1>0$ and such that $h_{i}+f_{i}$ belongs to a ball $B_{i} \subset \mathcal{U}$ around $f_{i}$. This is because $\mathcal{U}$ is an open subset, see Proposition 4.5. For the same reason, it is possible to extend the transverse curve $\left(f_{t}\right)_{t \in[0,1]}$ to a $\mathcal{C}^{2}$ curve defined for all $t \in[-2,3]$, in such a way that $\left\{f_{t}: t \in[-2,-1]\right\}=\left[1, f_{0}\right]+h_{0} ;\left\{f_{t}: t \in[-1,0]\right\} \subset B_{0}$; $\left\{f_{t}: t \in[1,2]\right\} \subset B_{1}$ and $\left\{f_{t}: t \in[2,3]\right\}=\left[f_{1}, 1\right]+h_{1}$. Such a curve is automatically tranverse, since the two new pieces are contained in $\mathcal{U}$. Moreover, $f_{-2}^{-1}(0)=f_{3}^{-1}(0)=\emptyset$.

Let $N:=\left\{(p, t) \in M \times[-2,3]: f_{t}(p)=0\right\}$ and define $T:=\left.\pi_{2}\right|_{N}$ and $\pi:=\left.\pi_{1}\right|_{N}$, where $\pi_{1}$ and $\pi_{2}$ are the projections on the first and second factors of $M \times \mathbb{R}$, respectively. Then, $N$ is compact and, by Proposition $5.8, N \subset M \times(-2,3)$ is a $\mathcal{C}^{2}$ neat hypersurface with boundary $\partial N=\partial M \times(-2,3)$ and no corners.

By construction, we have that $T^{-1}(t)=f_{t}^{-1}(0) \times\{0\}$, for all $t \in[0,1]$, so that $\pi$ restricts to a diffeomorphism on it. Let us endow $N$ with the Riemannian metric induced by the inclusion in the product space $M \times \mathbb{R}$, when the latter is given the product Riemannian metric. Then the metric induced on $T^{-1}(t)$ by the inclusion in $N$ coincides with that induced by the inclusion in $M \times \mathbb{R}$, therefore the restriction of $\pi$ is also an isometry of $T^{-1}(t)$ onto $f_{t}^{-1}(0)$.
5.4. Simultaneous critical points have the same index. Given $f \in \mathcal{C}^{2}(M)$, we denote by $\mathrm{CZ}_{f}$ the set of critical zeroes of $f$. When $\partial M=\emptyset$, this is the set

$$
\mathrm{CZ}_{f}=\left\{p \in M: f(p)=0, d_{p} f=0\right\},
$$

and $\mathrm{CZ}_{f}=\mathrm{CZ}_{\left.f\right|_{M^{\circ}}} \cup \mathrm{CZ}_{\left.f\right|_{\partial M}}$ in the general case. We will prove in Subsection 6.3 that the function $t \mapsto V(f+t h)$ has a certain behavior in a neighborhood of any $t_{0}$ such that $f+t_{0} h \in \mathcal{W}$. This as long as the segment $[f, f+h]$ is transverse and if the critical zeroes of $f+t_{0} h$ do not compensate each other, see Proposition 6.10. The following result ensures that such an event has nonzero probability only under very restricting deterministic assumptions.

[^2]Theorem 5.12. Let Assumption A prevail. Fix an arbitrary element $e \in E$ of the support $E \subset \mathcal{C}^{2}(M)$ of $X$. Then, almost surely, we have the following: if $C=C Z_{f} \neq \emptyset$ is the set of critical zeroes of $f=X+t_{0} e$ (which implies that $X+t_{0} e \notin \mathcal{U}$ ), for some $t_{0} \in \mathbb{R}$, then:
(1) 0 is a Morse critical value of $f$;
(2) $e(p) \neq 0$ for all $p \in C$;
(3) $C \subset S$, where $S \in\left\{M^{\circ}, \partial M\right\}$;
(4) the symmetric forms $\left.e(p) \operatorname{Hess}_{p} f\right|_{S}$ all have the same index $\lambda$ for every $p \in C$;
(5) for any pair $p, q \in C$, the random vectors $\left.j_{p}^{1} X\right|_{S},\left.j_{q}^{1} X\right|_{S}$ in $J^{1}(S, \mathbb{R})$ are fully correlated.

Proof. The proof is postponed to Appendix B.
We will use Theorem 5.12 in Subsection 7.2 in conjunction with Proposition 6.10 and with the results of Subsection 6.3, in order to prove Corollary 7.5. Point (iv) of Theorem 1.3 follows quite directly from the latter, see the proof of Theorem 9.7. We stress the fact that points (i)-(iii) of Theorem 1.3 are independent from Theorem 5.12.

## 6. Nodal volumes of the levels of a Morse function

In Subsection 5.3 we discussed how to pass from an arbitrary transverse curve $f_{t}$ or segment in $\mathcal{C}^{2}(M)$, to one of the form $T-t$, where $T$ is a Morse function defined on another manifold with the same dimension, see point (4) of Proposition 5.8, in a such a way that $f_{t}^{-1}(0)$ is isometric to $(T-t)^{-1}(0)$ and thus

$$
V\left(f_{t}\right)=V(T-t) .
$$

Now, we will focus on the latter case. Let $M$ be a $\mathcal{C}^{2}$ compact manifold with boundary, endowed with a Riemannian metric of class $\mathcal{C}^{1}$. Let $T \in \mathcal{C}^{2}(M)$ be a Morse function and assume that 0 is a critical value of $T$. Let $Z_{t}:=T^{-1}(t)$ and let $\varphi(t):=V(T-t)=\mathcal{H}^{m-1}\left(Z_{t}\right)$. This section is devoted to determine the Sobolev regularity of the function $\varphi(t)$, as this will be exploited later in Section 7 to give conditions under which the nodal volume $V$ is ray-absolutely continuous, see (i) of Definition 3.6.

First, we will reduce the study to a neighborhood of a critical point of $T$ in Subsection 6.1 and provide a general upper bound for the integration over the level sets of a Morse function, see Theorem 6.5. This is the main theorem of this section and we consider it to be of independent interest. Using the latter result, in Subsection 6.2 we deduce the behavior of $\varphi^{\prime}$ near $t=0$, proving Lemma 6.8, also including the case of manifolds with boundary. In Subsection 6.3, we will obtain lower bounds in the two dimensional case, implying that $\varphi^{\prime}$ is not square integrable in this case. This will be an important ingredient of the proof of Corollary 7.5 and thus of point (iv) of Theorem 1.3.

### 6.1. Localization.

6.1.1. Morse coordinates. Morse Lemma gurantees that a Morse function is always locally equivalent, up to a change of coordinates, to its second order Taylor polynomial, near a critical point. This result is standard when $T \in \mathcal{C}^{2+r}$, however in most of the literature, the statements provides a change of coordinates only of class $\mathcal{C}^{r}$. For us, $r=0$, but it will be convenient to have a $\mathcal{C}^{1}$ change of coordinates. This is possible due to the following theorem, proved by Bromberg and López de Medrano [25], improving a result of Kuiper [46]. We report it in full generality, for the reader's interest.

Theorem 6.1 ( $\mathcal{C}^{r}$ Morse Lemma). Let $\mathcal{H}$ be a separable Hilbert space and let $f: \mathcal{H} \rightarrow \mathbb{R}$ be a function of class $\mathcal{C}^{r}, r \geq 1$, such that $f(0)=0$ and $d_{0} f=0$. The following two statements are equivalent:
(1) There exist two neighborhoods $O_{1}, O_{2}$ of 0 in $\mathcal{H}$, a $\mathcal{C}^{r}$ diffeomorphism $\phi: O_{1} \rightarrow O_{2}$ and a quadratic form $Q: \mathcal{H} \rightarrow \mathbb{R}$ such that $f \circ \phi=Q$;
(2) $f$ admits the differential of order $r+1$ at 0 and the second order differential $\operatorname{Hess}_{0} f$ is non-degenerate.

Proof. [25, Lemma de Morse $\mathcal{C}^{r}$ ].
6.1.2. Local parametrization of the level set. Let $q_{0} \in M^{0}$ be a critical point of $T$, with $T\left(q_{0}\right)=0$ and assume that there are no other critical points in $T^{-1}(0)$. By the $\mathcal{C}^{1}$ version of Theorem 6.1 above, applied with $\mathcal{H}=\mathbb{R}^{m}$, there exists a neighborhood $O \subset M$ of $q_{0}$ and a $\mathcal{C}^{1}$ diffeomorphism $x=\left(x_{+}, x_{-}\right): O \rightarrow x(O) \subset \mathbb{R}^{n_{+}} \times \mathbb{R}^{n_{-}}$such that $T(x)=\left|x_{+}\right|^{2}-\left|x_{-}\right|^{2}$. We may assume that $\bar{O}$ has a $\mathcal{C}^{2}$ boundary and that

$$
B_{\sqrt{2 \varepsilon}}^{n_{+}} \times B_{\sqrt{\varepsilon}}^{n_{-}} \subset x(O) \subset B_{2 \sqrt{2 \varepsilon}}^{n_{+}} \times B_{\sqrt{\varepsilon}}^{n_{-}},
$$

where $B_{s}^{k}$ is the open ball of radius $s$ in $\mathbb{R}^{k}$. Therefore, we can parametrize $Z_{t} \cap O$ as follows:

$$
Z_{t} \cap O=x^{-1}\left\{\left(u \sqrt{r^{2}+t}, v r\right): u \in S^{n_{+}-1}, v \in S^{n_{-}-1}, r \in[0, \sqrt{\varepsilon})\right\}, \quad \forall t \in[0, \varepsilon),
$$

if $n_{+}, n_{-} \geq 1$. When $n_{-}=0$, the function has a minimum at level $t=0$, so that $Z_{t} \cap O=$ $x^{-1}\left(\sqrt{t} S^{m}\right)$, for all $t \geq 0$. When $n_{+}=0$, we have the opposite situation: the function has a maximum at $t=0$, which means that $Z_{t} \cap O=\emptyset$ for $t>0$ and $Z_{t} \cap O=\left\{q_{0}\right\}$ if $t=0$.

We will start by considering the case when $n_{+}, n_{-} \geq 1$. Let us fix $\varepsilon>0$ and define the map $\psi_{t}: S^{n_{+}-1} \times S^{n_{-}-1} \times\left[0, \varepsilon^{\frac{1}{2}}\right) \rightarrow \mathbb{R}^{m}$, such that

$$
\begin{equation*}
\psi_{t}(u, v, r)=\left(u \sqrt{r^{2}+t}, v r\right) \tag{6.1}
\end{equation*}
$$

From now on, we will divide $Z_{t}$ in two parts:

$$
Z_{t}^{1}:=Z_{t} \cap O \quad \text { and } \quad Z_{t}^{2}:=Z_{t} \cap M \backslash O
$$

We have that $Z_{t}^{2}$ is a $\mathcal{C}^{2}$ neat hypersurface of $M_{O}:=M \backslash O$, for all $t \in\left[0, \varepsilon^{2}\right)$. Indeed, $T$ has no critical point in its interior $M \backslash \bar{O}$ and, as can be seen from the expression in the coordinates $x_{+}, x_{-}$, we have that $\left.T\right|_{\partial O}$ has no critical point in $\partial M \cap T^{-1}\left(\left[0, \varepsilon^{2}\right)\right)$. Therefore, by Theorem 4.6, its volume $\varphi_{2}(t):=\mathcal{H}^{m-1}\left(Z_{t}^{2}\right)$ is a $\mathcal{C}^{1}$ function of $t$. Indeed, denoting $V_{O}$ and $\mathcal{U}_{O}$ be the nodal volume functional and the set of regular functions relative to the manifold $M_{O}$, as in Theorem 4.6, then, $\left.(T-t)\right|_{M_{O}}$ is a $\mathcal{C}^{1}$ curve contained in $\mathcal{U}_{O}$ and hence $\varphi_{2}(t)=V_{O}\left(T-\left.t\right|_{M_{O}}\right)$. This allows us to focus on the function $\varphi_{1}(t)=\mathcal{H}^{m-1}\left(Z_{t}^{1}\right)=\varphi(t)-\varphi_{2}(t)$, which we can study within the coordinate chart.
6.1.3. Riemannian vs Eucliden volume. The Morse coordinate provide an explicit coordinate expression for $T$, but the metric might not be Euclidean, so we will need to have a control on the change of $k$-volume elements. In the $\mathcal{C}^{1}$ coordinate chart $x: O \rightarrow \mathbb{R}^{m}$, the Riemannian metric is represented by a matrix $g(x)$, depending continuously on $x$. Let $A: \mathbb{R}^{k} \rightarrow T_{p} M$ be a linear injection. Then the Jacobian of $A$ is $J A:=\sqrt{\operatorname{det}\left(A^{T} g(x) A\right)}$. Let us consider the function

$$
\mathcal{J i m}_{g}(x, A):=\frac{\sqrt{\operatorname{det}\left(A^{T} g(x) A\right)}}{\sqrt{\operatorname{det}\left(A^{T} A\right)}}
$$

defined for all $A$ injective. Note that for $G \in G L(k)$, we have that $\mathcal{J i m}_{g}(p, A)=\mathcal{J i m}_{g}(p, A G)$, therefore $\mathcal{J i m}_{g}$ depends only on $g$ and on the image of $A$, which is a $k$-dimensional linear subspace $V \subset T_{p} M$. This means that $\mathcal{J}^{2} m_{g}$ defines a function on the Grassmannian of $k$ planes in $T_{p} M$. In this paper, we only care about the case $k=m-1$, for which we give the following definition.

Definition 6.2. Let $\mathrm{P}\left(T^{*} M\right):=\left\{\ell \subset T_{p}^{*} M: p \in M, \ell\right.$ is a line containing the origin $\}$ be the projectivized cotangent bundle. We define

$$
\mathcal{J}_{g}: \mathrm{P}\left(T^{*} M\right) \rightarrow(0,+\infty), \quad \mathcal{J}_{g}(\ell):=\mathcal{J i m}_{g}(p, A),
$$

where $A: \mathbb{R}^{m-1} \rightarrow T_{p} M$ is a linear injection with $A\left(\mathbb{R}^{m}\right)=\ell^{\perp}$.
Lemma 6.3. $\mathcal{J}_{g}$ is continuous.
Proof. Observe that $\mathcal{J i m}_{g}(p, A)$ is continuous on the open set $\{(p, A): A$ is injective $\}$.
6.1.4. The volume density in a Morse chart: case $n_{-}, n_{+} \geq 1$. We apply the previous discussion to control the $(m-1)$-volume element of the parametrization $\psi$, defined as in Equation (6.1).

Let $g(x)$ be the matrix of the Riemannian metric in the chart $x: O \rightarrow \mathbb{R}^{m}$. Let

$$
\begin{aligned}
A_{t}(u, v, r) & :=\left(\begin{array}{cccccccc}
d \psi_{t}(\dot{r}) & d \psi_{t}\left(\dot{u}_{1}\right) & \ldots & d \psi_{t}\left(\dot{u}_{n_{+}-1}\right) & d \psi_{t}\left(\dot{v}_{1}\right) & \ldots & d \psi_{t}\left(\dot{v}_{n_{-}-1}\right)
\end{array}\right) \\
& =\left(\begin{array}{ccccccc}
u r\left(r^{2}+t\right)^{-\frac{1}{2}} & \left(r^{2}+t\right)^{\frac{1}{2}} \dot{u}_{1} & \ldots & \left(r^{2}+t\right)^{\frac{1}{2}} \dot{u}_{n_{+}-1} & 0 & \ldots & 0 \\
v & 0 & \ldots & 0 & r \dot{v}_{1} & \ldots & r \dot{v}_{n_{-}-1}
\end{array}\right)
\end{aligned}
$$

be the $m \times m-1$ matrix of $d_{(u, v, r)} \psi_{t}$, where $\left(\dot{u}_{i}\right)_{i}$ is an orthonormal basis of $T_{u} S^{n_{+}-1}=u^{\perp}$ and $\left(\dot{v}_{j}\right)_{j}$ is an orthonormal basis of $T_{v} S^{n_{-}-1}=v^{\perp}$. Therefore,

$$
\begin{align*}
\sqrt{\operatorname{det}\left(A_{t}(u, v, r)^{T} A_{t}(u, v, r)\right)} & =\sqrt{\left(\frac{r^{2}}{\left(r^{2}+t\right)}+1\right)}\left(r^{2}+t\right)^{\frac{n_{+}-1}{2}} r^{n_{-}-1} \\
& =\left(2 r^{2}+t\right)^{\frac{1}{2}}\left(r^{2}+t\right)^{\frac{n_{+}-2}{2}} r^{n_{-}-1}  \tag{6.2}\\
& =t^{\frac{m-2}{2}}\left(2 s^{2}+1\right)^{\frac{1}{2}}\left(s^{2}+1\right)^{\frac{n_{+}-2}{2}} s^{n_{-}-1}
\end{align*}
$$

where in the last line we define $s$ such that $r=s \sqrt{t}$. Define

$$
\ell_{t}(u, v, r):=\mathbb{R}\left(u \sqrt{r^{2}+t},-v r\right) \in \mathrm{P}\left(\mathbb{R}^{m}\right)
$$

as the line generated by the differential of $T$ at $\psi_{t}:=\psi_{t}(u, v, r)$. Then the image of $A_{t}:=$ $A_{t}(u, v, r)$, that is the tangent space to $Z_{t}$ at $\psi_{t}(u, v, r)$, is the orthogonal to $\ell_{t}(u, v, r)$ :

$$
\sqrt{\operatorname{det}\left(A_{t}^{T} g\left(\psi_{t}\right) A_{t}\right)}=\sqrt{\operatorname{det}\left(A_{t}^{T} A_{t}\right)} \mathcal{J}_{g}\left(\ell_{t}(u, v, r)\right)
$$

for all $x \in O$ and $t$. Notice that the above function is continuous at $t=0$.
6.1.5. Integration over $Z_{t}^{1}$. Let $S_{+}:=S^{n_{+}-1}$ and $S_{-}:=S^{n_{-}-1}$. For all $t \in\left[0, \varepsilon^{2}\right)$, the embedding $\psi_{t}: S_{+} \times S_{-} \times(0, \varepsilon) \rightarrow \mathbb{R}^{m}$ parametrizes the submanifold $\Sigma_{t}=x\left(Z_{t}^{1}\right) \backslash\left(\sqrt{t} S_{+} \times\{0\}\right)$, which has full measure in $x\left(Z_{t}^{1}\right)$. The downside is that $\Sigma_{t}$ is not compact. For any positive measurable function $h: \mathbb{R}^{m} \rightarrow \mathbb{R}$, we have

$$
\begin{align*}
& \int_{Z_{t}^{1}} h \circ x d Z_{t}^{1}=\int_{\Sigma_{t}} h d \Sigma_{t} \\
& =\int_{S_{+}} \int_{S_{-}} h\left(\psi_{t}\right) \int_{0}^{\varepsilon} \sqrt{\operatorname{det}\left(A_{t}^{T} g\left(\psi_{t}\right) A_{t}\right)} d r d S_{+}(u) d S_{-}(v)  \tag{6.3}\\
& =\int_{0}^{\sqrt{\varepsilon}} \int_{S_{+}} \int_{S_{-}} h\left(\psi_{t}\right) \sqrt{\operatorname{det}\left(A_{t}^{T} A_{t}\right)} \mathcal{J}_{g}\left(\ell_{t}\right) d r d S_{+}(u) d S_{-}(v)
\end{align*}
$$

where we denoted $A_{t}=A_{t}(u, v, r), \psi_{t}=\psi_{t}(u, v, r)$ and $\ell_{t}=\ell_{t}(u, v, r)$, for brevity. Thus, recalling Equation (6.2) and performing the change of variable $s=r \sqrt{t}$, we get the following.

## Lemma 6.4.

$$
\begin{equation*}
\int_{Z_{t}^{1}}(h \circ x) d Z_{t}^{1}=t^{\frac{m-1}{2}} \int_{0}^{\frac{\sqrt{\varepsilon}}{\sqrt{t}}} \hat{h}(t, s)\left(2 s^{2}+1\right)^{\frac{1}{2}}\left(s^{2}+1\right)^{\frac{n_{+}-2}{2}} s^{n_{-}-1} d s \tag{6.4}
\end{equation*}
$$

where $\hat{h}:(0, \varepsilon) \times(0,+\infty) \rightarrow \mathbb{R}$ is the function

$$
\begin{equation*}
\hat{h}(t, s)=\int_{S_{+}} \int_{S_{-}} \mathcal{J}_{g}\left(\ell_{t}(u, v, s \sqrt{t})\right) h\left(\psi_{t}(u, v, s \sqrt{t})\right) d S_{+}(u) d S_{-}(v) \tag{6.5}
\end{equation*}
$$

6.1.6. The volume density in a Morse chart: case $n_{-}=0$ and $n_{+}=m$. This case is much simpler than the previous one in that $Z_{t}^{1}=O \cap Z_{t}=x^{-1}\left(\sqrt{t} S^{m}\right)$ and, for small $t>0$, such set is a closed embedded sphere entirely contained in the open set $O$. The integral of a measurable function $h: \mathbb{R}^{m} \rightarrow \mathbb{R}$ over such sphere writes as

$$
\begin{equation*}
\int_{Z_{t}^{1}}(h \circ x) d Z_{t}^{1}=t^{\frac{m-1}{2}} \int_{S^{m-1}} \mathcal{J}_{g}(\mathbb{R} \sqrt{t} x) h(\sqrt{t} x) d S^{m-1}(x) \tag{6.6}
\end{equation*}
$$

6.1.7. A general upper bound. The following theorem describes the integration along level sets of Morse functions, i.e., we study the behavior at $t \rightarrow 0$, of the quantity

$$
\int_{\left\{T=t_{0}+t\right\}} h(p) \mathcal{H}^{m-1}(d p)
$$

where $h$ is a measurable function on $M$. While we believe that this result is of independent interest, our main purpose is to apply it to the function $h=\tilde{\Delta} T\|d T\|^{-2}$ appearing in the formula (Equation (1.4)) for the derivative of $V$, which explodes at critical points, see Lemma 6.6. Thus, we consider functions $h$ with a controlled behavior near the critical set of $T$, measured by the Riemannian distance function (see [49, Section 2]) of $(M, g)$.

Given $C \subset M$ a finite subset of a Riemannian manifold $(M, g)$, we denote by $\operatorname{dist}_{g}(p, C)=$ $\min \left\{\operatorname{dist}_{g}(p, q): q \in C\right\}$ the Riemannian distance from $p \in M$ to $C$. A consequence of Gauss Lemma [49, Theorem 6.9] is that for $p$ in the domain of a small enough coordinate chart $x: O \rightarrow \mathbb{R}^{m}$ around a point $q=x^{-1}(0) \in C$, we have that

$$
\frac{1}{A}|x(p)| \leq \operatorname{dist}_{g}(p, C)=\operatorname{dist}_{g}(p, q) \leq A|x(p)|
$$

for some constant $A>0$, see [49, Corollary 6.12].
Theorem 6.5. Let $M$ be a $\mathcal{C}^{2}$ compact Riemannian manifold of dimension $m \geq 2$, with boundary $\partial M$. Let $g$ be a $\mathcal{C}^{1}$ Riemannian metric. Let $T \in \mathcal{C}^{2}(M)$ be Morse and let $t_{0} \in \mathbb{R}$ be a Morse critical level of $T$, with critical set $C \subset M^{\circ}$ and assume that there are no other critical values in the interval $\left[t_{0}, t_{0}+\varepsilon\right]$, for some $\varepsilon>0$. Then, there exists a constant $A>0$ such that for any measurable function $h: M \backslash C \rightarrow \mathbb{R}$ that satisfy

$$
T(x) \geq t_{0} \Longrightarrow|h(x)| \leq \operatorname{dist}(x, C)^{-k}
$$

for some $k \in \mathbb{N}$, we have that for all $t \in(0, \varepsilon]$

$$
\int_{\left\{T=t_{0}+t\right\}}|h(p)| \mathcal{H}^{m-1}(d p) \leq A\left\{\begin{aligned}
1, & \text { if } k \leq m-2 \\
-\log t, & \text { if } k=m-1 \\
\frac{1}{t^{\frac{1+k-m}{2}},} & \text { if } k \geq m
\end{aligned}\right.
$$

Moreover, if $k \leq m-2$, and $h$ is continuous, then the mapping $t \mapsto \int_{\left\{T=t_{0}+t\right\}} h(x) d \mathcal{H}^{m-1}(x)$ is well defined and continuous on $[0, \varepsilon]$. Moreover, the constant $A$ can be chosen uniformly for all metrics $\tilde{g}$ in a $\mathcal{C}^{1}$ neighborhood of $g$.

Proof. We can assume that $t_{0}=0$, so that it is enough to show that the same property holds for the integral over $Z_{t}^{1}$ in (6.4) and Equation (6.6), when

$$
h(x) \leq|x|^{-k}=\left\{\begin{aligned}
{\left[\left(2 s^{2}+1\right) t\right]^{-\frac{k}{2}}, } & \text { in the case } n_{+}, n_{-} \geq 1 \\
t^{-\frac{k}{2}}, & \text { in the case } n_{-}=0 .
\end{aligned}\right.
$$

Indeed, there is at most a finite number of critical points so the integral is the sum of the contributions of each critical point. Around the points of local maximum $\mathcal{H}^{m-1}\left(Z_{t}^{1}\right)=0$ for all $t \geq 0$.

Let us start with the case $n_{+}, n_{-} \geq 1$. The function $\hat{h}$ in Equation (6.5) satisfies the bound $\hat{h}(t, s) \leq C\left[\left(2 s^{2}+1\right) t\right]^{-\frac{k}{2}}$, so that we have

$$
\begin{aligned}
\int_{Z_{t}^{1}} h d Z_{t}^{1} & \leq t^{\frac{m-1-k}{2}} \int_{0}^{\frac{\varepsilon}{\sqrt{t}}}\left(2 s^{2}+1\right)^{\frac{1-k}{2}}\left(s^{2}+1\right)^{\frac{n_{+}-2}{2}} s^{n_{-}-1} d s \\
& \leq t^{\frac{m-1-k}{2}}\left[\int_{0}^{1} s^{n_{-}-1} d s+2^{\frac{1-k}{2}} \int_{1}^{\frac{\varepsilon}{\sqrt{t}}} s^{m-k-2} d s\right] \\
& =t^{\frac{m-1-k}{2}}\left[1+\frac{2^{\frac{1-k}{2}}}{m-k-1}\left(\frac{\varepsilon^{2}}{t}\right)^{\frac{m-k-1}{2}} \cdot\right]
\end{aligned}
$$

This satisfies the bound in the thesis, except for the case when $m=k+1$, when the last equality is false and instead we have

$$
\int_{Z_{t}^{1}} h d Z_{t}^{1} \leq \cdots=t^{0}\left[1+2^{\frac{1-k}{2}} \log \left(\frac{\varepsilon}{\sqrt{t}}\right)\right]=O(|\log t|) .
$$

In the case $n_{-}=0$ and $n_{+}=m$, Equation (6.6) gives

$$
\int_{Z_{t}^{1}} h d Z_{t}^{1} \leq t^{\frac{m-1}{2}} \int_{S^{m-1}} C t^{-\frac{k}{2}} d S^{m-1}(x) \leq C^{\prime} t^{\frac{m-1-k}{2}},
$$

for all $k$. In case $m=k-1$, this bound implies the thesis, since $t^{\frac{m-1-k}{2}}=1 \leq|\log t|$ for $t \in[0, \varepsilon)$.

The last case to consider is when $n_{-}=m$ and $n_{+}=0$. In this case $\{T=\lambda+t\}$ is contained in the complement of a neighborhood of the critical point, for all $t>0$, thus the integrand is uniformly bounded for $t>0$.

Observe that the function $\psi_{t}: S_{+} \times S_{-} \times(0, \varepsilon)$ is a $\mathcal{C}^{1}$ parametrization of the submanifold $\Sigma_{t}:=Z_{t}^{1} \backslash x^{-1}\left(\sqrt{t} S_{+} \times\{0\}\right)$ for all $t \in[0, \varepsilon]$, including $t=0$ and $\int_{\Sigma_{t}^{1}}=\int_{Z_{t}^{1}}$. therefore the integrand in Equation (6.3) converges almost everywhere as $t \rightarrow 0^{+}$to the one corresponding to $\int_{\Sigma_{0}^{1}} h d Z$. The argument used in the previous part of the proof, now proves the dominated convergence: $\int_{\Sigma_{t}^{1}} h d Z \rightarrow \int_{\Sigma_{0}^{1}} h d Z$.
6.2. Asymptotics of the nodal volume. We consider the function $\varphi(t)=V(T-t)$, expressing the $m-1$ dimensional volume of $T^{-1}(t)$. Let us assume that 0 is the only critical value of the Morse function $T: M \rightarrow \mathbb{R}$ contained in $I=[-\varepsilon, \varepsilon]$. The following lemma resumes what we know so far about the function $\varphi$.

Lemma 6.6. One has that $\varphi \in \mathcal{C}^{0}(I) \cap \mathcal{C}^{1}(I \backslash\{0\})$ and

$$
\begin{equation*}
\varphi^{\prime}(t)=\int_{Z_{t}} \frac{\tilde{\Delta} T}{\|d T\|^{2}} d Z_{t} \tag{6.7}
\end{equation*}
$$

Proof. By Theorem 4.6, we have that for $t \neq 0, \varphi$ is continuously differentiable in a neighborhood of $t$ with derivative $\varphi^{\prime}(t)=\left\langle d_{T-t} V,-1\right\rangle$. Theorem 6.5, with $h=1, k=0 \leq m-2$ implies that $\varphi$ is continuous at 0 .
6.2.1. Local expression of the derivative. The integrand in Equation (6.7) plays the role of the function $h$ in Theorem 6.5. Using the local expression for $T$ provided by the Morse coordinate, we show that Theorem 6.5 can be applied with $k=2$, thanks to Lemma 6.7.

Lemma 6.7. There exists a positive constant $C>0$ such that

$$
\frac{|\tilde{\Delta} T(x)|}{\left\|d_{x} T\right\|^{2}} \leq C \frac{1}{|x|^{2}} .
$$

Proof. In the Morse chart $x: O \rightarrow U$, we have that $H:=\frac{1}{2} \operatorname{Hess}(T)_{0}$ is:

$$
H=\left(\begin{array}{cc}
\mathbb{1}_{n_{+}} & 0 \\
0 & -\mathbb{1}_{n_{-}}
\end{array}\right)
$$

indeed $T(x)=x^{T} H x=\left(x_{+}\right)^{2}-\left(x_{-}\right)^{2}$. Hence, we have that $d_{x} T=2(H x)^{T}$ and that $\operatorname{grad} T(x)=2 g_{x}^{-1} H x$.

Notice that the bilinear form $\left.\operatorname{Hess}(T)_{0}(v, w)=\left\langle\nabla_{v} d T\right)_{0}, w\right\rangle$ does not depend on the metric since $d_{0} T=0$, while in general we have:

$$
\operatorname{Hess}(T)_{x}=2 H-\left(\Gamma_{a, b}^{i}(x)(2 H x)_{i}\right) d x^{a} \otimes d x^{b}=H+O(|x|),
$$

where $\Gamma_{a, b}^{i}=\left\langle d x^{i}, \nabla_{\partial_{a}} \partial_{b}\right\rangle: O \rightarrow \mathbb{R}$ are the Christoffel symbols of the Levi-Civita connection $\nabla$ (see [49]). Since the are defined by an expression involving the derivatives of the metric $g$, the above approximation holds as soon as the metric $g$ is of class $\mathcal{C}^{1}$. Let us denote $H_{x}:=\frac{1}{2} \operatorname{Hess}(T)_{x}$, so that $H_{0}=H$, and $g:=g_{0}$.

The Laplacian $\Delta T(x)$ is the trace of the matrix of the bilinear form $\operatorname{Hess}(T)_{x}$ with respect to an orthonormal basis of $g_{x}$, that is:

$$
\Delta T(x)=\operatorname{tr}\left(g_{x}^{-1} \operatorname{Hess}(T)_{x}\right)=\operatorname{tr}\left(2 g_{x}^{-1} H_{x}\right)=\operatorname{tr}\left(2 g^{-1} H\right)+o(1) .
$$

We have thus a local formula for the integrand in (6.7)

$$
\begin{align*}
\frac{\tilde{\Delta} T(x)}{\left\|d_{x} T\right\|^{2}} & =\left.\frac{-\operatorname{Hess}(T)(\operatorname{grad} T, \operatorname{grad} T)+\|d T\|^{2} \Delta T}{\|d T\|^{4}}\right|_{x} \\
& =\frac{1}{4 x^{T} H g_{x}^{-1} H x}\left(2 \operatorname{tr}\left(g_{x}^{-1} H_{x}\right)-\frac{8 x^{T} H g_{x}^{-1} H_{x} g_{x}^{-1} H x}{4 x^{T} H g_{x}^{-1} H x}\right)  \tag{6.8}\\
& =\frac{1+o\left(|x|^{2}\right)}{2 x^{T} H g^{-1} H x}\left(\operatorname{tr}\left(g^{-1} H\right)-\frac{x^{T} H g^{-1} H g^{-1} H x}{x^{T} H g^{-1} H x}+o(1)\right) \\
& \leq C \frac{1}{|x|^{2}},
\end{align*}
$$

for some $C>0$.
6.2.2. Upper asymptotics. From Lemma 6.7 and Theorem 6.5 we deduce the following behavior of $\varphi^{\prime}$ :

Lemma 6.8. Let $M$ be a compact $\mathcal{C}^{2}$ manifold with boundary. Let $g$ be a Riemannian metric of class $\mathcal{C}^{1}$. Let $T \in \mathcal{C}^{2}(M)$ be a Morse function (see Definition 5.5) and having 0 as a critical
value and define $\varphi(t)=\mathcal{H}^{m-1}\left(T^{-1}(t)\right)$. Then, there is a constant $C>0$ and $\varepsilon>0$ such that for all $t \in(-\varepsilon, \varepsilon)$, we have

$$
\left|\varphi^{\prime}(t)\right| \leq C\left\{\begin{array}{l}
1, \quad \text { if } m \geq 4  \tag{6.9}\\
|\log t|, \quad \text { if } m=3 \\
t^{-\frac{1}{2}}, \quad \text { if } m=2
\end{array}\right.
$$

Proof. The case $\partial M=\emptyset$ is a consequence of Lemma 6.7 and Theorem 6.5 for $k=2$. The general case, is proven in Subsection 6.2.3.

In particular, $\varphi^{\prime}(t)$ is integrable and thus $\varphi$ is an absolutely continuous function, that is, $\varphi \in W^{1,1}(I)$. Moreover, if $d \geq 4$, then $\varphi \in \mathcal{C}^{1}(I)$ and if $d=3$, then $\varphi \in W^{1,2}(I)$.
6.2.3. Upper asymptotics for manifolds with boundary. Consider a $\mathcal{C}^{2}$ compact Riemannian manifold $M$, of dimension $m$, with boundary $\partial M$. Let $T: W \rightarrow \mathbb{R}$ be a Morse function, $Z_{t}:=T^{-1}(t)$ and $\varphi(t):=\mathcal{H}^{m-1}\left(Z_{t}\right)$.

Moreover, let us assume that $I \subset \mathbb{R}$ is a closed interval containing 0 in its interior and assume that 0 is the only critical value of $T$ in $I$. By Theorem 4.6, we have that for $t \notin I_{0}$ :

$$
\begin{equation*}
\varphi^{\prime}(t)=\left\langle d_{T-t} V,-1\right\rangle=\int_{Z_{t}} \frac{\tilde{\Delta} T}{\|d T\|^{2}} d Z_{t}-\int_{\partial Z_{t}} \frac{g(\mathbf{n}, \nu)}{\left\|d\left(\left.T\right|_{\partial M}\right)\right\|} d \partial Z_{t}, \tag{6.10}
\end{equation*}
$$

where $\mathbf{n} \in \Gamma^{\infty}\left(\left.T M\right|_{\partial M}\right)$ is the outward normal to the boundary and $\nu=\|d T\|^{-1} \operatorname{grad} T$ is the normal to $Z_{t}$. Let $p \in W$ be a critical zero of $T$. Then, there are two cases: $p \in W^{\mathrm{o}}$ is a critical point of $\left.T\right|_{W^{\circ}}$, or $p \in \partial W$ is a critical point of $\left.T\right|_{\partial W}$. In the first case, we have that the second integral is continuous at $t=0$, while the first behaves exactly as described in Equation (6.9). Let us consider the second kind of critical points, when $p \in \partial W$. Then, we have that the first integrand $\frac{\tilde{\Delta} T}{\|d T\|^{2}}$ is bounded in a neighborhood of $p$, hence the first integral is bounded around $p$, while the second behaves as follows:

$$
\frac{|g(\mathbf{n}, \nu)|}{\left\|d\left(\left.T\right|_{\partial M}\right)\right\|} \leq \operatorname{dist}(x, p)^{-1} .
$$

This can be easily seen by applying the discussion in Subsection 6.2.1 to the function $\left.f\right|_{\partial M}$. By Theorem 6.5, with $k=1$ and $\operatorname{dim} \partial W=m-1$, it follows that the second term in Equation (6.10) behaves as in Equation (6.9), when $t \rightarrow 0$. We conclude that the upper asymptotics at Equation (6.9) still hold, in the boundary case. This concludes the proof of Lemma 6.8.
6.3. Lower asymptotics in dimension $m=2$. In the two dimensional case, we we will need to be more precise and complement Lemma 6.8 with lower bounds. Proposition 6.10 and Proposition 6.11, in this subsection, establish that $\left|\varphi^{\prime}(t)\right|$ behaves as $\frac{1}{\sqrt{t}}$, if $m=2$, provided that some special combinations of critical points are excluded. Indeed, there can be compensation phenomena if $T$ has many critical points with the same value. For this reason, we will be very precise about signs, see Lemma 6.9 and the pictures below.

Consider the proof of Lemma 6.7. A consequence of the spectral theorem ${ }^{4}$ is that in Equation (6.8) we can assume that the matrix $g=g_{0}$ is diagonal, so that

$$
g^{-1}=\left[\begin{array}{ll}
\alpha & 0 \\
0 & \beta
\end{array}\right], \quad \text { where } \quad \alpha=\left[\begin{array}{lll}
\alpha_{1} & & \\
& \ddots & \\
& & \alpha_{n_{+}}
\end{array}\right] \text {and } \quad \beta=\left[\begin{array}{lll}
\beta_{1} & & \\
& \ddots & \\
& & \beta_{n_{-}}
\end{array}\right]
$$

[^3]for some real numbers $\alpha_{i}, \beta_{j}>0$. Hence, with this choice of coordinates we have
\[

$$
\begin{aligned}
\frac{\tilde{\Delta} T(x)}{\left\|d_{x} T\right\|^{2}}= & \frac{(2 t)^{-1}}{\sum_{i=1}^{n_{+}} \alpha_{i}\left(x_{+}^{i}\right)^{2}+\sum_{j=1}^{n_{-}} \beta_{j}\left(x_{-}^{j}\right)^{2}} \times \\
& \times\left(\sum_{i=1}^{n_{+}} \alpha_{i}-\sum_{j=1}^{n_{-}} \beta_{j}-\frac{\sum_{i=1}^{n_{+}} \alpha_{i}^{2}\left(x_{+}^{i}\right)^{2}-\sum_{j=1}^{n_{-}} \beta_{j}^{2}\left(x_{-}^{j}\right)^{2}}{\sum_{i=1}^{n_{+}} \alpha_{i}\left(x_{+}^{i}\right)^{2}+\sum_{j=1}^{n_{-}} \beta_{j}\left(x_{-}^{j}\right)^{2}}+o(1)\right)
\end{aligned}
$$
\]

Thus, when $x=\psi_{t}(u, v, s \sqrt{t})$, we get

$$
\begin{array}{r}
\frac{\tilde{\Delta} T\left(\psi_{t}(u, v, s \sqrt{t})\right)}{\left\|d_{x} T\right\|^{2}}=\frac{1}{2 x^{T} g^{-1} x}\left(\sum_{i=1}^{n_{+}} \alpha_{i}-\sum_{j=1}^{n_{-}} \beta_{j}+\ldots\right. \\
\left.\cdots+\frac{\left(\left(\sum_{j=1}^{n_{-}} \beta_{j}^{2}\left|v^{j}\right|^{2}-\sum_{i=1}^{n_{+}} \alpha_{i}^{2}\left|u^{i}\right|^{2}\right) s^{2}+\sum_{i=1}^{n_{+}} \alpha_{i}^{2}\left|u^{i}\right|^{2}\right.}{\left(\sum_{j=1}^{n_{-}} \beta_{j}\left|v^{j}\right|^{2}+\sum_{i=1}^{n_{+}} \alpha_{i}\left|u^{i}\right|^{2}\right) s^{2}+\sum_{i=1}^{n_{+}} \alpha_{i}^{2}\left|u^{i}\right|^{2}}+o(1)\right) .
\end{array}
$$

From now on, we will focus on the case $m=2$.
Lemma 6.9. If $t_{0}$ is a critical value of $T$ with one critical point $p_{0}$ of index $i \in\{0,1,2\}$, then $\left|\varphi^{\prime}(c+t)\right|=O(1)+\Theta\left(g_{i}\left(t-t_{0}\right)\right)$ for $t \rightarrow t_{0}$, where

$$
\begin{aligned}
& g_{0}(t)=\frac{1}{\sqrt{|t|}} 1_{\{t>0\}} \\
& g_{1}(t)=\frac{-\operatorname{sgn}(t)}{\sqrt{|t|}}=g_{0}(t)+g_{2}(t) \\
& g_{2}(t)=-\frac{1}{\sqrt{t}} 1_{\{t<0\}}
\end{aligned}
$$

(See Figure 2).

Proof. we can assume that $t_{0}=0$ and look at what happens as $t \rightarrow 0^{+}$. The case $t \rightarrow 0^{-}$can be deduced by considering the Morse function $-T$.

Let $h(x):=\frac{\tilde{\Delta} T(x)}{\left\|d_{x} T\right\|^{2}}$. Then, we have that $\left|\varphi^{\prime}(t)\right|=O(1)+\left|\int_{Z_{t}^{1}} h d Z_{t}^{1}\right|$. We can study the second term as in Equation (6.3).

Let us start from the easiest case: when $i=2$, it means that 0 is a local maximum value for $T$, thus for $t>0$ we have $Z_{t}^{1}=\emptyset$, hence $g_{2}(t)=0$ for $t \geq 0$.

In the case $n_{-}=0$, we have that 0 is a local minimum value for $T$. Let us denote $u=x_{+}=$ $\left(u_{1}, u_{2}\right)$ Then, for all $t \in[0, \varepsilon]$, we have that $Z_{t}^{1}=x^{-1}\left(\sqrt{t} S^{1}\right)$, thus $\varphi^{\prime}(t)=O(1)$

$$
\begin{aligned}
\int_{Z_{t}^{1}} h d Z_{t}^{1} & \left.=t^{\frac{1}{2}} \int_{S^{1}} \mathcal{J}_{g}(d T(\sqrt{t} u))\right) h(\sqrt{t} u) d S^{1}(u) \\
& \left.=\frac{t^{-\frac{1}{2}}}{2} \int_{S^{1}} \mathcal{J}_{g}(d T(\sqrt{t} u))\right) \frac{\left(\alpha_{1}+\alpha_{2}-\frac{\alpha_{1}^{2} u_{1}^{2}+\alpha_{2}^{2} u_{2}^{2}}{\alpha_{1} u_{1}^{2}+\alpha_{2} u_{2}^{2}}+o(1)\right)}{\alpha_{1} u_{1}^{2}+\alpha_{2} u_{2}^{2}} d S^{1}(u) \\
& \left.=\frac{t^{-\frac{1}{2}}}{2} \int_{S^{1}} \mathcal{J}_{g}(d T(\sqrt{t} u))\right) \frac{2 \alpha_{1} \alpha_{2}}{\left(\alpha_{1} u_{1}^{2}+\alpha_{2} u_{2}^{2}\right)^{2}} d S^{1}(u) \\
& =\Theta\left(\frac{1}{\sqrt{t}}\right)=\Theta\left(g_{0}(t)\right)
\end{aligned}
$$

| i | $T^{-1}(t)$ | $\varphi(t)=$ length $\left(T^{-1}(t)\right)$ | $\varphi^{\prime}(t)=g_{i}(t)$ |
| :---: | :---: | :---: | :---: |
| $\begin{gathered} 0 \\ (\mathrm{~min}) \end{gathered}$ |  |  |  |
| $\begin{gathered} 1 \\ \text { (saddle) } \end{gathered}$ |  |  |  |
| $\begin{gathered} 2 \\ (\max ) \end{gathered}$ |  |  |  |

Figure 2. The picture illustrates the behavior of the length of level sets $T^{-1}(t)$ (assuming these are compact) of a Morse function $T: \mathbb{R}^{2} \rightarrow \mathbb{R}$, having only one critical point of index $i \in\{0,1,2\}$ with critical value $t=0$.

Now consider the more complicated case: when $n_{-}=n_{+}=i=1$. Define $\mu(u, v, r):=$ $\left(\mathcal{J}_{g}\left(d T\left(\psi_{t}(u, v, r)\right)\right)\right)$. Then, by Equation (6.3), we have that

$$
\int_{Z_{t}^{1}} h d Z_{t}^{1}=\sqrt{t} \sum_{(u, v) \in S^{0} \times S^{0}} \int_{0}^{\frac{\varepsilon}{\sqrt{t}}} h\left(\psi_{t}(u, v, s \sqrt{t})\right) \sqrt{2 s^{2}+1}\left(s^{2}+1\right)^{-\frac{1}{2}} \mu(u, v, s \sqrt{t}) d s
$$

Using the the coordinate $x=\left(x_{+}, x_{-}\right)$discussed in Subsection 6.2.1, we have

$$
\begin{aligned}
h\left(\psi_{t}(u, v, s \sqrt{t})\right) & =\frac{\frac{1}{2 t}}{(\alpha+\beta) s^{2}+\alpha}\left(\alpha-\beta+\frac{\left(\beta^{2}-\alpha^{2}\right) s^{2}-\alpha^{2}}{(\alpha+\beta) s^{2}+\alpha}+o(1)\right) \\
& =\frac{1}{2 t}\left(\frac{-\alpha \beta}{\left[(\alpha+\beta) s^{2}+\alpha\right]^{2}}+\frac{o(1)}{(\alpha+\beta) s^{2}+\alpha}\right) \\
& =\frac{-\frac{\beta}{\alpha}}{2 t}\left(\frac{1}{\left[\nu^{2} s^{2}+1\right]^{2}}+\frac{o(1)}{\nu^{2} s^{2}+1}\right)
\end{aligned}
$$

where $\nu=\sqrt{1+\frac{\beta}{\alpha}}$ depend only on $\operatorname{Hess}(T)_{0}$ and $g_{0}$. By construction, there are two positive constants $c_{1}, c_{2}>0$ such that $\mu(u, v, r) \in\left[c_{1}, c_{2}\right]$. For any parameter $\delta>0$ we can choose $\varepsilon=\varepsilon(\delta)$ so small that $|o(1)| \leq \delta$. Then, we will need to choose $\delta=\delta(\nu)$ small enough and,
consequently, $\varepsilon=\varepsilon(\delta(\nu))$.

$$
\begin{aligned}
\int_{Z_{t}^{1}} h d Z_{t}^{1} & =\frac{-\frac{\beta}{\alpha}}{2 \sqrt{t}} \sum_{(u, v)} \int_{0}^{\frac{\varepsilon}{\sqrt{t}}}\left(\frac{1}{\left[\nu^{2} s^{2}+1\right]^{2}}+\frac{o(1)}{\nu^{2} s^{2}+1}\right) \sqrt{\frac{2 s^{2}+1}{\left(s^{2}+1\right)}} \mu(u, v, s \sqrt{t}) d s \leq \ldots \\
& \cdots \leq \frac{-C}{\sqrt{t}}\left(\left(\int_{0}^{+\infty} \frac{d s}{\left(\nu^{2} s^{2}+1\right)^{2}}\right)-\delta\left(\int_{0}^{+\infty} \frac{d s}{\nu^{2} s^{2}+1}\right)\right) c_{1} \leq \ldots \\
& \cdots \leq-\frac{1}{\sqrt{t}} C^{\prime}=C^{\prime} g_{1}(t)
\end{aligned}
$$

where the last inequality holds, for some positive constants $C, C^{\prime}>0$, as soon as we choose $\delta(\nu)$ small enough, since both integrals in the previous line are finite. A lower bound $\varphi^{\prime}(t) \geq-C^{\prime \prime} \frac{1}{\sqrt{t}}$ holds as well, by Theorem 6.5, thus we have proved that $\varphi^{\prime}(t)=\Theta\left(g_{1}(t)\right)$, as $t \rightarrow 0^{+}$.
Proposition 6.10. Let $M=M^{\mathrm{o}} \sqcup \partial M$ be a compact Riemannian $\mathcal{C}^{2}$ surface with boundary and let $T: M \rightarrow \mathbb{R}$ be a Morse function. Assume that $t_{0}$ is a critical value of $T$ with critical set $C \subset M^{\circ}$. Then the function $\varphi^{\prime}(t):=\frac{d}{d t} \mathcal{H}_{1}\left(\left\{T=t_{0}+t\right\}\right)$ behaves as $\frac{1}{\sqrt{t}}$ on at least one side of 0 unless there are at least three critical points $p_{0}, p_{1}, p_{2} \in C$ of Morse index $0,1,2$, respectively.

Proof. The function $\varphi^{\prime}(t)$ behaves as the sum of the local behavior around each critical point $p \in C$. In other words, if we partition $C=C_{0} \sqcup C_{1} \sqcup C_{2}$ according to the Morse index, then we have

$$
\varphi^{\prime}(t)=O(1)+\Theta\left(\sum_{i=0,1,2} \#\left(C_{i}\right) A_{i} g_{i}(t)\right),
$$

as $t \rightarrow 0$. Where $A_{i}>0$ are some constants. then It is clear from Lemma 6.9 (see also Figure 2) that the only way in which the above sum could behave differently than $\frac{1}{\sqrt{|t|}}$ on both sides of $t=0$ is if $\#\left(C_{0}\right) A_{0}=\#\left(C_{2}\right) A_{2}=\#\left(C_{1}\right) A_{1}$, which implies that $\#\left(C_{i}\right)>0$ for all $i \in\{0,1,2\}$.
6.3.1. Lower asymptotics for a two-dimensional manifold with boundary. Lemma 6.9 holds in a weaker form, when the manifold has boundary.
Proposition 6.11. Let $t_{0}$ be a critical value of $T$ and assume that $p \in \partial M$ is the only critical point in $T^{-1}\left(t_{0}\right)$, then $\left|\varphi^{\prime}(t)\right|=\Theta\left(\frac{1}{\sqrt{\left|t-t_{0}\right|}}\right)$ for $t \rightarrow t_{0}^{+}$, or for $t \rightarrow t_{0}^{-}$.
Proof. We have by Equation (6.10) and the discussion thereafter, we have

$$
\varphi^{\prime}\left(t_{0}+t\right)=-\sum_{p \in \partial Z_{t}} \frac{\left.g(\mathbf{n}, \nu)\right|_{p}}{\left\|d_{p}\left(\left.T\right|_{\partial M}\right)\right\|}+O(1)
$$

Assume that $p$ is a minimum of $\left.T\right|_{\partial M}$. Then, there is a $\mathcal{C}^{1}$ coordinate chart $\varphi: U \rightarrow \mathbb{R}^{2}$ around $p=\varphi^{-1}(0,0)$ such that

$$
\varphi(U)=\left\{(x, y): x \in(-1,1), \varepsilon y \geq \varepsilon x^{2}\right\}, \quad \text { and } \quad T \circ \varphi^{-1}(x, y)=y
$$

where $\varepsilon=-\operatorname{sign}\left(\left.g(\mathbf{n}, \nu)\right|_{p}\right) \in\{-1,1\}$ (see [25, Lemma de Morse $\mathcal{C}^{r}$ à paramètres]). For simplicity, assume that $W=U$. Define $p_{ \pm}(t)=( \pm \sqrt{t}, t)$, then we have $\partial Z_{t}=\left\{p_{-}(t), p_{+}(t)\right\}$ and $T_{p_{ \pm}(t)} \partial M=\operatorname{span}\left\{\partial_{x} \pm 2 \sqrt{t} \partial_{y}\right\}$.

$$
\left\|d_{p}\left(\left.T\right|_{\partial M}\right)\right\|=\left|g\left(\operatorname{grad} f, \frac{\partial_{x} \pm 2 \sqrt{t} \partial_{y}}{\left\|\partial_{x} \pm 2 \sqrt{t} \partial_{y}\right\|}\right)\right|=\frac{2 \sqrt{t}}{\left\|\partial_{x} \pm 2 \sqrt{t} \partial_{y}\right\|}
$$

We conclude that $\left|\varphi^{\prime}(c+t)\right| \geq \frac{C}{\sqrt{t}}$ for some $C>0$.

| Convex case | $T^{-1}(t)$ | $\varphi(t)=\operatorname{length}\left(T^{-1}(t)\right)$ | $\varphi^{\prime}(t)=g_{i}(t)$ |
| :---: | :---: | :---: | :---: |
| $d T(\mathbf{n})>0$ <br> $\left.T\right\|_{\partial M}$ <br> has a local maximum |  |  |  |
| $d T(\mathbf{n})<0$ <br> $\left.T\right\|_{\partial M}$ <br> has a local minimum |  |  |  |

Figure 3. The picture illustrates the behavior of the length of level sets $T^{-1}(t)$ of a Morse function $T: M \rightarrow \mathbb{R}$, where $M$ is a compact domain in $\mathbb{R}^{2}$ and $T$ is the projection on the horizontal axis, $T(x, y)=x$. There are four qualitatively different cases in total, depending on the convexity of the domain near the critical point. Two are depicted above and the other two are in Figure 4.

| Concave case | $T^{-1}(t)$ | $\varphi(t)=\operatorname{length}\left(T^{-1}(t)\right)$ | $\varphi^{\prime}(t)=-g_{i}(t)$ |
| :---: | :---: | :---: | :---: |
| $d T(\mathbf{n})<0$ <br> $\left.T\right\|_{\partial M}$ <br> has a local maximum |  |  |  |
| $d T(\mathbf{n})>0$ <br> $\left.T\right\|_{\partial M}$ has a local minimum |  |  |  |

Figure 4. See the caption of Figure 3.

Remark 6.12. In the boundary case, one can formulate a suitable generalization of Proposition 6.10. However, in this case the situation is less rigid, indeed the local behavior around each critical point at the boundary can take all the four forms: $\pm g_{0}(t), \pm g_{2}(t)$, depending on the index $i$ as a critical point of $\left.T\right|_{\partial M}(i=0$ if the point is a local minimum and $i=1$ if it is a local maximum) and on the sign $s_{\mathbf{n}}$ of $d T(\mathbf{n})$ at the critical point, where $\mathbf{n}$ is the outer normal vector to the boundary. If we denote as $s_{\partial}$ the sign of $2 i-1$, then we have:

$$
\varphi^{\prime}(t)=O(1)+\Theta\left(s_{\mathbf{n}} s_{\partial} \cdot g_{2 i}(t)\right)
$$

(see Figure 3 and Figure 4).

## 7. The nodal volume along Transverse curves

In this section we put together the results of Section 5 and of Section 6 in order to complete our study of the function $\varphi(t)=V\left(f_{t}\right)$, where $\left(f_{t}\right)_{t \in I}$ is a transverse curve in $\mathcal{C}^{2}(M)$, see Theorem 7.1 and Definition 7.3 below. Taking up the discussion started at the beginning of Section 5, this study is aimed at giving criteria for verifying the condition of ray-absolute continuity, (i) of Definition 3.6, that is an important part of the proof of Theorem 1.3. Indeed, Theorem 7.1 and Corollary 7.5 below essentially characterize the Sobolev regularity of the restriction of the nodal volume functional $V$ to random segments $[X, X+h]$ in $\mathcal{C}^{2}(M)$, given that, by Theorem 5.10, such segments are transverse curves with probability one.

Furthermore, the continuity part of Theorem 7.1, stating that $\varphi$ is continuous, combined in particular with the results of Section 3, allows us to prove point (i) of Theorem 1.3, with the exception of the description of the singular part of the law (Equation (1.1)), which will be discussed in Section 10. Theorem 7.6 states the existence of an absolutely continuous component of the law of $V(X)$ and Proposition 7.7 ensures that its support is an interval.
7.1. Sobolev regularity of the nodal volume. The following deterministic result is one of the key point of the paper. Observe that Equation (7.1) provides an intuitive justification of the results (ii),(iii) and (iv) of Theorem 1.3. Indeed, it is an important ingredient of the proofs of Theorem 9.2, Theorem 9.5 and Theorem 9.7.

Theorem 7.1. Let Assumption A prevail. Let I be a bounded interval, let $\left(f_{t}\right)_{t \in I}$ be a $\mathcal{C}^{2}$ transverse curve in $\mathcal{C}^{2}(M)$, then $I_{c}=\left\{t \in I: f_{t} \notin \mathcal{U}\right\}$ is finite. Define $\varphi(t)=V\left(f_{t}\right)$ then $\varphi \in \mathcal{C}^{0}(I) \cap \mathcal{C}^{1}\left(I \backslash I_{c}\right)$. There is a constant $C>0$ such that for any $t_{0} \in I_{c}$,

$$
\left|\varphi^{\prime}\left(t_{0}+t\right)\right| \leq C\left\{\begin{array}{l}
1, \quad \text { if } m \geq 4  \tag{7.1}\\
|\log t|, \quad \text { if } m=3 \\
t^{-\frac{1}{2}}, \quad \text { if } m=2
\end{array}\right.
$$

In particular, $\varphi \in W^{1,1}(I)$; if $m \geq 3$, then $\varphi \in W^{1, k}(I)$ for all $k \in \mathbb{N}$. Moreover, if $m \geq 4$, then $\varphi \in \mathcal{C}^{1}(I)$.

Proof. By Corollary 5.11, there exists a $\mathcal{C}^{2}$ Riemannian manifold with boundary $N$ and a Morse function $T: N \rightarrow \mathbb{R}$ such that $\varphi(t)=\mathcal{H}^{m-1}\left(T^{-1}(t)\right)$, so the statement follows from Lemma 6.6.
Remark 7.2. One might be led to think that $\varphi \in \mathcal{C}^{0}(I) \cap \mathcal{C}^{1}\left(I \backslash I_{c}\right)$, with $I_{c}$ finite, is enough to conclude that $\varphi$ is absolutely continuous. Indeed, $t_{0}, t_{1} \in I_{0}$, the following limit exists:

$$
\varphi\left(t_{1}\right)-\varphi\left(t_{0}\right)=\lim _{\varepsilon_{0}, \varepsilon_{1} \rightarrow 0^{+}} \varphi\left(t_{1}-\varepsilon_{1}\right)-\varphi\left(t_{0}+\varepsilon_{0}\right)=\lim _{\varepsilon_{1}, \varepsilon_{2} \rightarrow 0^{+}} \int_{t_{0}+\varepsilon_{0}}^{t_{1}-\varepsilon_{1}} \varphi^{\prime} .
$$

The existence of the rightmost limit, does not imply that the function $\varphi^{\prime}$ is integrable in the considered interval, i.e., that $\varphi^{\prime} \in L^{1}\left(\left[t_{0}, t_{1}\right]\right)$. A counterexample is the function $\varphi(x)=$ $\frac{1}{x} \sin \left(\frac{1}{x}\right)$.

### 7.2. Sobolev (non)regularity in dimension 2.

Definition 7.3. Let $f_{0}, e \in E$ and let $\ell=f_{0}+\mathbb{R} e$. We say that $\ell$ is a non-compensating transverse line if $\ell \pitchfork \mathcal{W}$ (in the sense of Definition 5.7) and if, whenever $f=f_{0}+t_{0} e \in \mathcal{W}$, we have that:
(1) 0 is a (strat.) Morse critical value of $f$;
(2) $C Z_{f} \subset M^{\circ}$, or $C Z_{f}=\{p\}$ is one point;
(3) the symmetric forms $e(p) \operatorname{Hess}_{p} f$ all have the same index for every $p \in C$.

From Theorem 5.12 we can deduce the following results concerning a Gaussian field $X \in \mathcal{C}^{2}(M)$.

Corollary 7.4. Let Assumption A prevail. Assume that there are no pairs of points $p, q \in \partial M$ such that the random vectors $\left.j_{p}^{1} X\right|_{\partial M},\left.j_{q}^{1} X\right|_{\partial M}$ in $J^{1}(\partial M, \mathbb{R})$ are completely correlated. Then, for every $e \neq 0 \in E$, almost surely, $X+\mathbb{R} e$ is a non-compensating transverse line.

Proof. This is a direct consequence of Theorem 5.12. Theorem 5.12 immediately implies condition (1) of Definition 7.3. Point (3) of Theorem 5.12 implies that $C Z_{f} \subset M^{\mathrm{o}}$ or $C Z_{f} \subset$ $\partial M$. Moreover, Condition (5) of Theorem 5.12 is satisfied by a pair of points $p, q \in \partial M$ only if $p=q$, thus we deduce property (2) of Definition 7.3. Finally, condition (4) of Definition 7.3 corresponds to point (3) of Theorem 5.12.
Corollary 7.5. Let Assumption A prevail with $\operatorname{dim} M=2$. Assume that there are no pairs of points $p, q \in \partial M$ such that the random vectors $\left.j_{p}^{1} X\right|_{\partial M},\left.j_{q}^{1} X\right|_{\partial M}$ in $J^{1}(\partial M, \mathbb{R})$ are completely correlated. Then, for every $e \neq 0 \in E$, almost surely, either $X+\mathbb{R} e \subset \mathcal{U}$, or the function $t \mapsto V(X+t e)$ is not in the space $W^{1,2}(\mathbb{R})$.

Proof. Let $\varphi(t)=V(X+t e)$. Corollary 7.4 implies that $X+\mathbb{R} e$ is a non-compensating transverse line. From Proposition 6.10, since there cannot be three critical points of different index, we know that if $\mathrm{CZ} \subset M^{\mathrm{o}}$, then $\left(\varphi^{\prime}\right)^{2}$ is not integrable in a neighborhood of a critical value $t_{0}$. If $\mathrm{CZ}=\{p\} \subset \partial M$, the same is true, as it follows from Proposition 6.11. It follows that the only situation in which $\left(\varphi^{\prime}\right)^{2}$ is integrable is if there are no points $t \in \mathbb{R}$ such that $f+t e \notin \mathcal{U}$.
7.3. Absolute continuity of the nodal volume. Let us consider the setting of Section 3, with $\mu$ being the Gaussian measure induced by $X$ on its topological support $E \subset \mathcal{C}^{2}(M)$ and $V: E \rightarrow \mathbb{R}$ being the restriction of the nodal volume functional.

Theorem 7.6. Let Assumption A prevail. If $V(X)$ is non-constant, then the law of $V(X) \in \mathbb{R}$ and the Lebesgue measure are not mutually singular.

Proof. We want to apply Corollary 3.4. To do so, considering Lemma 5.2 and Theorem 4.6, we only need to show that there is a connected component of $\mathcal{U} \cap E \subset E$ on which $V$ is not a constant function. By contradiction, if $V$ were constant on each connected component of $\mathcal{U} \cap E$, then $V(\mathcal{U} \cap E)$ should be countable, since $E$ is a II-countable space. By Theorem 5.10, for any two connected components of $\mathcal{U} \cap E$, there is a transverse curve in $E$ connecting one to the other. This means that any two points $f_{0}, f_{1} \in \mathcal{U} \cap E$ are connected by a transverse curve $c:[0,1] \rightarrow E$, so that $c^{-1}(E \backslash \mathcal{U})$ is a finite, or empty, subset $I_{c} \subset[0,1]$. Now, Theorem 7.1 ensures that $\varphi=V \circ c$ is continuous, hence $\left[V\left(f_{0}\right), V\left(f_{1}\right)\right] \subset \varphi([0,1])=V(\mathcal{U} \cap E) \cup V\left(I_{c}\right)$ is countable, which implies that $V\left(f_{1}\right)=V\left(f_{2}\right)$. Applying the latter argument to every pair $f_{1}, f_{2} \in \mathcal{U} \cap E$, we conclude that $V$ is constant on $\mathcal{U} \cap E$, which contradicts the hypothesis.

Proposition 7.7. Let Assumption A prevail. The topological support of the random variable $V(X)$ is the set $\overline{V(\mathcal{U} \cap E)}$ and it is an interval. Moreover, $\overline{V(\mathcal{U} \cap E)} \backslash V(\mathcal{U} \cap E)$ is locally finite.

Proof. Let $S \subset \mathbb{R}$ be the topological support of $V(X)$, that is, the smallest closed set of probability one. $V(\mathcal{U} \cap E) \subset \mathbb{R}$ is an event of probability one for $V(X)$, thus $S \subset \overline{V(\mathcal{U} \cap E)}$. On the other hand, since $V$ is continuous on the open set $\mathcal{U}$, the set $V^{-1}(\mathbb{R} \backslash S) \cap \mathcal{U} \cap E$ is open in $E$. Clearly, it has probability zero, so it must be empty. From this, we deduce that $V(\mathcal{U} \cap E) \subset S$ which implies that $S=\bar{V}(\mathcal{U} \cap E)$.

Now we prove that $\overline{V(\mathcal{U} \cap E)}$ is an interval. For any two connected components of $\mathcal{U} \cap E$, there is a transverse curve connecting one to the other. This implies that any two points in $\mathcal{U} \cap E$ are connected by a transverse curve. Theorem 5.10 shows that a transverse curve is always contained in $\mathcal{U} \sqcup \mathcal{U}^{\prime} \cap E$ and any point in $\mathcal{U} \sqcup \mathcal{U}^{\prime} \cap E$ lies on some transverse curve, by Corollary 5.9; moreover, Theorem 7.1 states that $V$ is continuous along a transverse curve.

From this, we can conclude that the set $V\left(\mathcal{U} \sqcup \mathcal{U}^{\prime} \cap E\right)$ is an interval and that $V\left(\mathcal{U} \sqcup \mathcal{U}^{\prime} \cap E\right) \subset$ $\overline{V(\mathcal{U} \cap E)}$. It follows that $\overline{V\left(\mathcal{U} \sqcup \mathcal{U}^{\prime} \cap E\right)}=\overline{V(\mathcal{U} \cap E)}$ is also an interval. Moreover, since a transverse curve is contained in $\mathcal{U}$ for all but a locally finite set of times, we conclude that $\overline{V\left(\mathcal{U} \sqcup \mathcal{U}^{\prime} \cap E\right)} \backslash V\left(\mathcal{U}^{\prime} \cap E\right)$ is locally finite.

Remark 7.8. In the above proofs, we used only the results discussed up to Subsection 5.3, with the exception of Theorem 7.1. However, we do not need the full power of the latter: the only thing that is needed is Lemma 6.6, ensuring the continuity of the nodal volume of the level sets of a Morse function. This is a quite direct consequence of Morse Lemma 6.1. In particular, the proof of Lemma 6.6 follows from a very simple sub-case ( $k=0$, and $h=1$ ) of Theorem 6.5. Considering that, we can say that Theorem 7.6 and Proposition 7.7 rely only on the results discussed up to Subsection 5.3 and on Morse Lemma.

## 8. Preliminary lemmas

This section is devoted to a study of the integrability of $\left\|d_{X} V\right\|_{\mathcal{H}_{X}}^{2}$, with the purpose of checking the validity of condition (iii) of Definition 3.6, for the nodal volume random variable $V(X)$.

Let $X \in \mathcal{C}^{2}(M)$ be a Gaussian satifying Assumption A. Let $C(p, q)=\mathbb{E}\{X(p) X(q)\}$ be its covariance function. Then, $C: M \times M \rightarrow \mathbb{R}$ is semipositive definite, symmetric and of class $\mathcal{C}^{2,2}(M \times M)$.

### 8.1. Kac-Rice formula on the zero set.

### 8.1.1. Degenerations are few. Define

$$
\Delta^{X}:=\left\{(p, q) \in M^{2}:(X(p), X(q)) \text { is degenerate }\right\}
$$

The diagonal $\Delta:=\{(p, p): p \in M\} \subset M \times M$ is, in general, a subset of $\Delta^{X}$. Notice that $\Delta^{X}$ is closed.

Lemma 8.1. For every $p \in M$, the set $M_{p}^{X}=\Delta^{X} \cap(\{p\} \times M)$ is finite. Moreover, there is a neighborhood $B(\Delta)$ of the true diagonal in $M \times M$ such that $B(\Delta) \cap \Delta^{X}=\Delta$.

Proof. It is equivalent to prove the statement for the normalized field $\mathbb{E}\{|X|\}^{-1} X$, so we may assume that $\mathbb{E}|X(p)|^{2}=1$ for all $p$. In this case, we have

$$
M_{p}^{X}=\{q \in M: X(p)= \pm X(q) \text { a.s. }\} .
$$

Let $C$ be the covariance function of $X$ and let $h_{p}:=C(p, \cdot)$. Then $M_{p}^{X}=h_{p}^{-1}(\{-1,1\})$, moreover $\left|h_{p}(q)\right| \leq 1$ for all $q \in M$, by Cauchy-Schwartz, so it is sufficient to show that $h_{p}$ has non-degenerate second derivative at the points $q \in M_{p}^{X}$. This follows from:

$$
d_{q}^{2} h_{p}=\mathbb{E}\left\{X(p) d_{q}^{2} X\right\}=\mathbb{E}\left\{X(q) d_{q}^{2} X\right\}=-\mathbb{E}\left\{d_{q} X\left(d_{q} X\right)^{T}\right\} .
$$

We prove the last part by contradiction: we assume that the conclusion is false, that is, we assume that there exists a sequence $\left(p_{n}, q_{n}\right) \in \Delta^{X} \backslash \Delta$ converging to a point $(p, p)$ in the true diagonal. Notice that this means that $X\left(p_{n}\right)=X\left(q_{n}\right)$ almost surely. Then, passing to a subsequence we can assume that in a local chart around $p$ we have

$$
\frac{p_{n}-q_{n}}{\left|p_{n}-q_{n}\right|} \rightarrow v \in T_{p} M \backslash\{0\} . \quad \text { hence } \quad 0=\frac{X\left(p_{n}\right)-X\left(q_{n}\right)}{\left|p_{n}-q_{n}\right|} \xrightarrow{\text { a.s. }} d_{p} X(v) \text {. }
$$

This contradicts the nondegeneracy of $j_{p}^{1} X$, so we conclude that such a sequence does not exist.
8.1.2. The double field is $z$-KROK. Taking up the language of [66], a random field is said to be $z$-KROK if, roughly speaking, the Kac-Rice formula (see [10, 2]) for its zero set behaves well. Such concept is analogous to the hypotheses of [10, Theorem 6.10]
Lemma 8.2. The mapping $(p, q) \mapsto(X(p), X(q))$ defines a $\mathcal{C}^{2}$ Gaussian random map $X^{\times 2}: M \times$ $M \rightarrow \mathbb{R}^{2}$ for which $(0,0)$ is a regular value almost surely. Moreover, its restriction to $M \times M \backslash \Delta^{X}$ is z -KROK in the sense of [66] and we have the following formula: let $Z=X^{-1}(0)$ and $\alpha: \mathcal{C}^{1}(M) \times M \times M \rightarrow \mathbb{R}$ be a Borel function, then

$$
\begin{align*}
& \mathbb{E}\left\{\int_{Z} \int_{Z} \alpha(X, p, q) d Z(p) d Z(q)\right\}=\ldots \\
& \ldots=\int_{M \times M \backslash \Delta^{X}} \mathbb{E}\left\{\alpha(X, p, q)\left\|d_{p} X\right\|\left\|d_{q} X\right\| \left\lvert\, \begin{array}{l}
X(p)=0 \\
X(q)=0
\end{array}\right.\right\} \frac{d M(p) d M(q)}{2 \pi \sqrt{C(p, p) C(q, q)-C(p, q)^{2}}} . \tag{8.1}
\end{align*}
$$

Proof. First, observe that since the Gaussian field $X$ satisfies the hypotheses of Bulynskaya Lemma 5.2, thus, with probability one, 0 is regular value of $X$ and $Z \subset M$ is a $\mathcal{C}^{2}$ hypersurface. This implies that $(0,0)$ is almost surely a regular value for the map $X^{\times 2}$, as well. Moreover, for any $(p, q) \in U^{X}:=M \times M \backslash \Delta^{X}$ we have that $X^{\times 2}(p, q)$ has a density in $\mathbb{R}^{2}$. From this, we see that random function $\left.X^{\times 2}\right|_{U X}$ satisfies the hypotheses of [66, Prop. 4.9], thus it is a $z-K R O K$ random field.

Observe that if $m \geq 2$, then $Z \times Z \cap \Delta^{X}$ has zero $2(m-1)$-volume, because of Lemma 8.1, so that the left-hand-side of Equation (8.1) can be seen as an integral over the set $\left\{X^{\times 2}=(0,0)\right\}$. Therefore, by [66, Thm. 6.2] we obtain the wanted formula.

Note that if $\alpha$ is defined only on the subset $\mathcal{Z}=\left\{(f, p, q) \in \mathcal{C}^{2}(M) \times M \times M: f \pitchfork 0, f(p)=\right.$ $f(q)=0\}$, then the formula still holds. To see this, observe that $\mathcal{Z}$ is a Borel subset, so $\alpha$ can be extended to a global Borel $\alpha^{\prime}$ function, for which we can apply the theorem. In the end, however, the formula depends only on the restriction $\left.\alpha^{\prime}\right|_{\mathcal{Z}}=\alpha$.
8.2. Uniform integrability of rational functions of Gaussian vectors. In this subsection we will consider the space $\mathcal{X}$ of Gaussian vectors in $\mathbb{R}^{N_{0}} \times \mathbb{R}^{N_{1}} \times \mathbb{R}^{N_{2}}$. Elements of this space are random vectors $X=\left(X_{0}, X_{1}, X_{2}\right) \sim N(0, K)$, identified by their covariance matrix:

$$
K=\left(\begin{array}{ccc}
K_{00} & K_{01} & K_{02} \\
& K_{11} & K_{12} \\
& & K_{22}
\end{array}\right) .
$$

Hence, $\mathcal{X}$ can be identified with the space of symmetric semi-positive definite matrices $K$ of size $N=N_{0}+N_{1}+N_{2}$. For $A, B \in \mathbb{N}$, let $\mathcal{X}_{A, B} \subset \mathcal{X}$ be the open subset such that $\operatorname{rank}\left(K_{11}\right) \geq A$ and $\operatorname{rank}\left(K_{22}\right) \geq B$.
Remark 8.3. For any $A \in \mathbb{N}$ the condition $\operatorname{rank}\left(K_{11}\right) \geq A$ is equivalent to have that

$$
\mathbb{E}\left\{\frac{1}{\left\|X_{1}\right\|^{A-1}}\right\}<\infty
$$

At the same time we will consider the space of sub-polynomial functions $\mathcal{F}$. An element $F \in \mathcal{F}$ is a measurable function $F: \mathbb{R}^{N} \rightarrow \mathbb{R}$ such that there exists a constant $D>0$ such that

$$
\begin{equation*}
|F(x)| \leq D\left(1+|x|^{D}\right), \text { for all } x \in \mathbb{R}^{N} . \tag{8.2}
\end{equation*}
$$

We will call $\mathcal{F}_{D}$ the subset of $\mathcal{F}$ on which (8.2) holds with the constant $D$. We put on $\mathcal{F}_{D}$ the topology of point-wise convergence.

We need some criteria for the convergence of integrals of the form

$$
I_{a, b}(F, K)=\mathbb{E} F(X)\left\|X_{1}\right\|^{-a}\left\|X_{2}\right\|^{-b}
$$

with $a, b \in \mathbb{N}$.
A first idea is that $I_{a, 0}$ should be continuous on $\mathcal{F}_{D} \times \mathcal{X}_{A, 0}$ if $a<A$. Indeed, when $\left\|X_{1}\right\|=\chi_{A}$ is a chi random variable of parameter $A$, we have that $\mathbb{E}\left\{\chi_{A}^{-a}\right\}<\infty$ if and only if $a<A$.

A second idea is that $I_{a, b}$ should be continuous on $\mathcal{F}_{D} \times \mathcal{X}_{A, B}$ if $2 a<A$ and $2 b<B$. Indeed, by Cauchy-Schwartz, we have that $\mathbb{E}\left\{\chi_{A}^{-a} \chi_{B}^{-b}\right\}^{2}<\mathbb{E}\left\{\chi_{A}^{-2 a}\right\} \mathbb{E}\left\{\chi_{B}^{-2 b}\right\}$.

A third idea (which may be overkill) is that $I_{a, b}$ should be continuous on $\mathcal{F}_{D} \times \mathcal{X}_{A, B}$ if $p a<A$ and $q b<B$ for some conjugated exponents $p$ and $q$, that is, $\frac{1}{p}+\frac{1}{q}=1$. Indeed, by Holder inequality, we have that $\mathbb{E}\left\{\chi_{A}^{-a} \chi_{B}^{-b}\right\}<\mathbb{E}\left\{\chi_{A}^{-p a}\right\}^{\frac{1}{p}} \mathbb{E}\left\{\chi_{B}^{-q b}\right\}^{\frac{1}{q}}$. The case $b=0$ can be interpreted with $p=1$ and $q=+\infty$.

Theorem 8.4. $I_{a, b}$ is continuous on $\mathcal{F}_{D} \times \mathcal{X}_{A, B}$ if $p a<A$ and $q b<B$ for some conjugated exponents $p$ and $q$, that is, $\frac{1}{p}+\frac{1}{q}=1$. Moreover, for all $(F, K) \in \mathcal{F}_{D} \times \mathcal{X}_{N_{1}, N_{2}}$ such that $\|K\| \leq D$, we have

$$
I_{a, b}(F, K) \leq C(D)\left(1+\frac{1}{\sqrt{\operatorname{det} K_{11}}}+\frac{1}{\sqrt{\operatorname{det} K_{22}}}\right)
$$

Corollary 8.5. $I_{1,1}$ is continuous on $\mathcal{F}_{D} \times \mathcal{X}_{3,3}$.
Proof. Set $p=q=2$, then $p \cdot 1=2<3$.
Proof of Theorem 8.4. Let $K(n) \rightarrow K$ in $\mathcal{X}_{A, B}$, as $n \rightarrow+\infty$. Let $X(n) \rightarrow X$ be the corresponding sequence of Gaussian vectors, which we can assume to be almost surely convergent. Let $L(n) \rightarrow L$ be a converging sequence of matrices such that $L(n) L(n)^{T}=K(n)$. Then

$$
I_{a, b}\left(F_{n}, K_{n}\right)=\frac{F_{n}(X(n) \gamma)}{\left|X_{1}(n)\right|^{a}\left|X_{2}(n)\right|^{b}}
$$

To conclude, we will use Fatou Lemma in the form of the following argument. Young's inequality $x y \leq \frac{a^{p}}{p}+\frac{y^{q}}{q}$ yields $\left|f_{n}\right| \leq g_{n}$, where:

$$
f_{n}:=\frac{F_{n}(X(n))}{\left|X_{1}(n)\right|^{a}\left|X_{2}(n)\right|^{b}} \quad g_{n}:=\left|F_{n}(X(n))\right|\left(\frac{1}{p\left|X_{1}(n)\right|^{a^{p}}}+\frac{1}{q\left|X_{2}(n)\right|^{b q}}\right) .
$$

We have that $f_{n} \rightarrow f=\frac{F(X)}{\left|X_{1}\right|^{a}\left|X_{2}\right|^{b}}$ and $g_{n} \rightarrow g=|F(X)|\left(\frac{1}{p\left|X_{1}\right|^{a p}}+\frac{1}{q\left|X_{2}\right|^{b q}}\right) \geq|f|$ a.s. Thus, in order to prove that $\mathbb{E} f_{n} \rightarrow \mathbb{E} f$, it is sufficient to show that $\mathbb{E}\left\{g_{n}\right\}<+\infty$ uniformly. We can reorder the variables and change the numbers $N_{0}, N_{1}, N_{2}$ to have $N_{1}=A, N_{2}=B$, using the inequality $\frac{1}{\|x+y\|} \leq \frac{1}{\|x\|}$. Let $B_{A} \subset \mathbb{R}^{A}$ be the unit ball. Observe that

$$
\begin{aligned}
\mathbb{E}\left\{\frac{\left|F_{n}(X(n))\right|}{\left|X_{1}(n)\right|^{a p}}\right\} & \leq 2 D \mathbb{E}\left\{\frac{1_{B_{A}}\left(X_{1}(n)\right.}{\left|X_{1}(n)\right|^{a p}}\right\}+\mathbb{E}\left\{D\left(1+\left\|X_{1}(n)\right\|^{D}\right)\right\} \\
& \leq \frac{2 D}{(2 \pi)^{\frac{A}{2}}} \int_{B^{A}} \frac{1}{|x|} \frac{d x}{\sqrt{\operatorname{det} K_{11}(n)}}+\mathbb{E}\left\{D\left(1+\left(k\left\|\gamma_{1}\right\|\right)^{D}\right)\right\}
\end{aligned}
$$

where $k=\sup _{n}\|K(n)\|<\infty$ and $\gamma_{1}$ is a standard Gaussian vector in $\mathbb{R}^{A}$. Thus, for some constant $C$, we have an inequality

$$
\mathbb{E}\left\{\frac{\left|F_{n}(X(n))\right|}{\left|X_{1}(n)\right|^{a p}}\right\} \leq \frac{C}{\sqrt{\operatorname{det} K_{11}(n)}} \int_{B^{A}} \frac{1}{|x|^{a p}} d x+C .
$$

If the limit $K \in \chi_{A, B}$, then $\operatorname{det} K_{11} \neq 0$ and the integral is finite because $A>a p$. Repeating the same for the other term in $g_{n}$, we conclude.

### 8.3. The conditional expectation is bounded.

### 8.3.1. Differentiation of the conditioning.

Lemma 8.6. Let $\left(p_{n}, q_{n}\right) \in M \times M \backslash \Delta$ be a sequence converging to a double point $(p, p)$. Assume that in some coordinate chart around $p$, we have

$$
\lim _{n \rightarrow \infty} \frac{p_{n}-q_{n}}{\left|p_{n}-q_{n}\right|}=v \in T_{p} M
$$

Let $H_{n} \rightarrow Y$ be a converging sequence of Gaussian vectors in $\mathbb{R}^{k}$ such that $\left(H_{n}, X\left(p_{n}\right), X\left(q_{n}\right)\right)$ are jointly Gaussian. Then, we have the following convergence in law

$$
\left[H_{n} \mid X\left(p_{n}\right)=X\left(q_{n}\right)=0\right] \Longrightarrow\left[H \mid X(p)=d_{p} X(v)=0\right] .
$$

Remark 8.7. The above statement means that for any $\alpha: \mathbb{R}^{N} \rightarrow \mathbb{R}$ continuous and bounded, we have

$$
\lim _{t \rightarrow 0} \mathbb{E}\left\{\alpha\left(H_{n}\right) \mid X\left(p_{n}\right)=X\left(q_{n}\right)=0\right\}=\mathbb{E}\left\{\alpha(H) \mid X(p)=d_{p} X(v)=0\right\} .
$$

Proof. Consider the family of non-degenerate Gaussian vectors $Y_{n} \in \mathbb{R}^{2}$ such that

$$
Y_{n}:=\left(X\left(p_{n}\right),\left(X\left(q_{n}\right)-X\left(p_{n}\right)\right) \frac{1}{\left|q_{n}-p_{n}\right|}\right) \xrightarrow[n \rightarrow \infty]{\text { a.s. }} Y:=\left(X(p), d_{p} X(v)\right)
$$

Notice that in particular the inverse of the covariance matrix $K_{n}^{-1}=\mathbb{E} Y_{n} Y_{n}^{-T}$ is a convergent. Moreover, the sequence of matrices defined as $C_{n}:=\mathbb{E}\left\{H_{n} Y_{n}^{T}\right\}$ converges to the matrix $C=\mathbb{E}\left\{H Y^{T}\right\}$.

Interpreting the conditioning as a projection, we can observe that for all $n \neq 0$, we have $\left[H_{n} \mid X\left(p_{n}\right)=X\left(q_{n}\right)=0\right]=\left[H_{n} \mid Y_{n}=0\right]$, because the $Y_{n}=0$ if and only if $X_{n}=X_{n}=0$. Furthermore, using Gaussian regression formula, we can write explicitely the sequence of conditioned Gaussian vectors (defined up to equivalence of their law, i.e., their covariance matrices) as follows

$$
\left(H_{n} \mid X\left(p_{n}\right)=X\left(q_{n}\right)=0\right)=H_{n}-C_{n} K_{n}^{-1} Y_{n} \underset{n \rightarrow \infty}{\text { a.s. }} H-C K^{-1} Y .
$$

The above almost sure convergence implies the convergence in law, which is what we wanted to show.
8.3.2. The conditional expectation is bounded.

Lemma 8.8. Assume $\operatorname{dim} M \geq 4$. There is a constant $E>0$ and a neighborhood $B \supset \Delta$ of the diagonal, such that for all $(p, q) \in B \backslash \Delta$, we have

$$
I(p, q)=\mathbb{E}\left\{\left.\frac{|\tilde{\Delta} X(p)|}{\left\|d_{p} X\right\|} \frac{|\tilde{\Delta} X(q)|}{\left\|d_{q} X\right\|} \right\rvert\, \begin{array}{l}
X(p)=0 \\
X(q)=0
\end{array}\right\} \leq E .
$$

Proof. We will reduce the proof to the convergence of integrals treated in Corollary 8.5. Indeed $I(p, q)$ is an integral of the form $I_{1,1}\left(F_{p, q}, K_{p, q}\right)$, where $K_{p, q}$ is the covariance function of the conditioned Gaussian vector $X_{p, q}=\left(X_{0}, X_{1}, X_{2}\right)$, defined as

$$
X_{p, q}=\left(\begin{array}{c}
X_{0} \\
X_{1} \\
X_{2}
\end{array}\right)=\left[\left.\left(\begin{array}{c}
\left(\operatorname{Hess}_{p} X, \operatorname{Hess}_{q} X\right) \\
d_{p} X \\
d_{q} X
\end{array}\right) \right\rvert\, \begin{array}{c}
X(p)=0 \\
X(q)=0
\end{array}\right]=\left[Y(X, p, q) \left\lvert\, \begin{array}{l}
X(p)=0 \\
X(q)=0
\end{array}\right.\right]
$$

The function $F_{p, q}$ satisfies the inequality:

$$
\begin{aligned}
& F_{p, q}\left(\left(H_{1}, H_{2}\right), u, v\right):= \\
& \quad=\left|\left(\operatorname{tr}\left(g_{p}^{-1} H_{1}\right)-\frac{1}{u^{T} g_{p}^{-1} u} u^{T} H_{1} u\right) \cdot\left(\operatorname{tr}\left(g_{q}^{-1} H_{2}\right)-\frac{1}{v^{T} g_{q}^{-1} v} v^{T} H_{2} v\right)\right| \\
& \\
& \leq D\left|H_{1}\right| \cdot\left|H_{2}\right|
\end{aligned}
$$

for some $D>2$, hence $F_{p, q} \in \mathcal{F}_{D}$ for all $p, q \in M \times M$. Moreover, $F_{p, q}$ depends continuously on $p, q$, in the sense of $\mathcal{F}_{D}$.

Consider a sequence of pairs $\left(p_{n}, q_{n}\right)$ that approaches the supremum of $I(p, q)$. Since $M \times M$ is compact, by passing to a subsequence, we can assume that $\left(p_{n}, q_{n}\right) \rightarrow(p, q)$ and that $\left(q_{n}-p_{n}\right)\left\|p_{n}-q_{n}\right\|^{-1} \rightarrow v$, for some $v \in T_{p} M$. By Lemma 8.6, the sequence of Gaussian vectors $X_{p_{n}, q_{n}}$ converges in law to:

$$
X_{p, v}=\left[\left.\left(\begin{array}{c}
\left(\operatorname{Hess}_{p} X, \operatorname{Hess}_{p} X\right) \\
d_{p} X \\
d_{p} X
\end{array}\right) \right\rvert\, \begin{array}{r}
X(p)=0 \\
d_{p} X(v)=0
\end{array}\right]
$$

Notice that the covariance $K_{p, v}$ of $X_{p, v}$ belongs to $\mathcal{X}_{m-1, m-1}$, because of the nondegeneracy of $j_{p}^{1} X$. This is why we need that $m \geq 4$. Then, $K_{p, q} \in \mathcal{X}_{3,3}$ for all $(p, q) \in M \times M$. It follows that $\left(F_{p_{n}, q_{n}}, K_{p_{n}, q_{n}}\right)$ is a convergent sequence in $\mathcal{F}_{D} \times \mathcal{X}_{3,3}$, so we conclude that $\sup I_{p, q}=\lim _{n} I_{1,1}\left(F_{p_{n}, q_{n}}, K_{p_{n}, q_{n}}\right)$ must be finite, by Corollary 8.5.
Lemma 8.9. Assume $\operatorname{dim} M \geq 3$ Assume that for every $p \in M$ and $v \in T_{p} M$, we have that $X(p), d_{p} X(v), H_{p} X(v, v)$ form a non-degenerate Gaussian vector. There is a constant $r>0$ such that for all $q=\exp _{p}(v)$ with $v \in T_{p} M$ such that $\|v\| \leq r$, we have

$$
I(p, q)=\mathbb{E}\left\{\left.\frac{|\tilde{\Delta} X(p)|}{\left\|d_{p} X\right\|} \frac{|\tilde{\Delta} X(q)|}{\left\|d_{q} X\right\|} \right\rvert\, \begin{array}{l}
X(p)=0 \\
X(q)=0
\end{array}\right\} \leq \frac{1}{r} \frac{1}{\|v\|} .
$$

Proof. Let $p_{n} \rightarrow p$ and $q_{n}=\exp _{p_{n}}\left(t_{n} v\right) \rightarrow p$. We have that

$$
\frac{1}{t_{n}}\left[d_{p_{n}} X(v) \mid X\left(p_{n}\right)=X\left(q_{n}\right)=0\right] \rightarrow\left[H_{p} X(v, v) \mid X(p)=d_{p} X(v)=0\right] .
$$

Since the limit is non-degenerate by hypothesys, this implies that the variance of

$$
\left[d_{p_{n}} X(v) \mid X\left(p_{n}\right)=X\left(q_{n}\right)=0\right]
$$

has order at least $t_{n}^{2}$. From this and the non-degeneracy of $j_{p}^{1} X$, we deduce that the covariance matrix $K_{11}(n)$ of the Gaussian vector $\left[d_{p_{n}} X \mid X\left(p_{n}\right)=0, X\left(q_{n}\right)=0\right]$ satisfies

$$
\frac{1}{\sqrt{\operatorname{det} K_{11}(n)}}=O\left(\frac{1}{t_{n}}\right) .
$$

The same can be said for $\left[d_{q_{n}} X \mid X\left(p_{n}\right)=X\left(q_{n}\right)=0\right]$. Now, the proof can be concluded by Theorem 8.4.

Remark 8.10. The assumption essentially prevents the field to be flat in some but not all directions. To convince the reader that such assumption is necessary to have Lemma 8.9, consider a field $X: \mathbb{R}^{3} \rightarrow \mathbb{R}$ such that

$$
X=\gamma_{0}+\gamma^{T} p+\gamma_{11} \frac{1}{2}\left(p_{1}^{2}+p_{2}^{2}\right)
$$

is determined by 5 (not necessarily independent) Gaussian random variables $\gamma_{0}, \gamma=\left(\gamma_{1}, \gamma_{2}, \gamma_{3}\right), \gamma_{11}$. Then, for all $p, q$ such that $p_{1}=q_{1}=0$ and $p_{2}=q_{2}=0$, we have that $V=\left[d_{p} X \mid X(p)=\right.$ $X(q)=0]$ is a Gaussian with a two dimensional support, at most, hence $\mathbb{E}\left\{|V|^{-2}\right\}=+\infty$. Moreover, we can easily compute that $[\tilde{\Delta} X(p) \mid X(p)=X(q)=0]=\left[\gamma_{11} \mid X(p)=X(q)=0\right]$. Thus, for all such pairs of distinct points $p, q$, we have

$$
I(p, q)=\mathbb{E}\left\{\begin{array}{l|l}
\left|\gamma_{1,1}\right|^{2} & \begin{array}{l}
X(p)=0 \\
\|V\|^{2} \\
X(q)=0
\end{array}
\end{array}\right\}=+\infty .
$$

On the other hand, this assumption is not completely necessary, indeed if $X$ is an affine field (as above, but with $\gamma_{11}=0$ ), then $I(p, q)=0$.

### 8.4. Estimating the Density.

### 8.4.1. Pointwise value.

Lemma 8.11. Then there is a constant $r>0$ such that for every $q=\exp _{p}(v)$ with $v \in T_{p} M$ such that $\|v\| \leq r$; we have that

$$
r \frac{1}{\|v\|} \leq \frac{1}{\sqrt{C(p, p) C(q, q)-C(p, q)^{2}}} \leq \frac{1}{r} \frac{1}{\|v\|}
$$

Proof. First observe that as soon as $r$ is small eonugh, we have that $p \neq q$ belong to some neighborhood $B_{r}(\Delta)$ of the diagonal like that of Lemma 8.1, for which the denominator of the above expression does not vanish. Let us consider the normalized field $p \mapsto Y(p)=$ $C(p, p)^{-\frac{1}{2}} X(p) \sim \mathcal{N}(0,1)$, whose covariance function $K(p, q)$ satisfies the identity:

$$
\begin{equation*}
\frac{C(p, q)}{\sqrt{C(p, p) C(q, q)-C(p, q)^{2}}}=\frac{K(p, q)}{\sqrt{1-K(p, q)^{2}}} \tag{8.3}
\end{equation*}
$$

Since $q$ and $p$ are assumed to be in a small enough neighborhood of the diagonal, we can assume that $C(p, q)$ and $K(p, q)$ are both bounded from below by a positive constant. Then, it is sufficient to bound the quantity $\frac{1}{\sqrt{1-K(p, q)^{2}}}$. Notice also that $Y$ satisfies the hypotheses of the Lemma, in particular, the random vector $d_{p} Y$ is non-degenerate, hence the bilinear form:

$$
g_{p}^{Y}:=\mathbb{E}\left\{d_{p} Y\left(d_{p} Y\right)^{T}\right\}=d_{1,1}^{2} K(p, p)
$$

is non-degenerate and it defines a Riemannian metric on $M$. Moreover, since $Y$ has constant variance, it follows that $d_{2} K(p, p)=\mathbb{E}\left\{Y(p) d_{p} Y\right\}=0$, from which we deduce that $d_{2}^{2} K(p, p)=$ $-g_{p}^{Y}$.

Now, let $q(t)=\exp _{p}(t v)$, for some $v \in T_{p} M$ with $\|v\|=1$. We have the following Taylor expansion as $t \rightarrow 0$ :

$$
K(p, q(t))=1-g_{p}^{Y}(v, v) \frac{t^{2}}{2}+O\left(t^{3}\right)
$$

Plugging in into (8.3) we have

$$
\begin{aligned}
\frac{K(p, q)}{\sqrt{1-K(p, q)^{2}}} & =\frac{1-g_{p}^{Y}(v, v) \frac{t^{2}}{2}+O\left(t^{3}\right)}{\left.\sqrt{1-\left(1-g_{p}^{Y}(v, v) \frac{t^{2}}{2}\right.}+O\left(t^{3}\right)\right)^{2}} \\
& =\frac{1+O\left(t^{2}\right)}{\sqrt{g_{p}^{Y}(v, v) t^{2}+O\left(t^{3}\right)}} \\
& =\frac{1}{|t|} \frac{1}{\sqrt{g_{p}^{Y}(v, v)}}(1+O(t))
\end{aligned}
$$

### 8.4.2. Integral.

Lemma 8.12. Let $m \geq 2$. Let $B \subset M$ be such that $(B \times B) \cap \Delta^{X}=(B \times B) \cap \Delta$. Then, the integral below is finite:

$$
\int_{B \times B \backslash \Delta} \frac{1}{\operatorname{dist}(p, q)^{m-2}} \frac{d M(p) d M(q)}{\sqrt{C(p, p) C(q, q)-C(p, q)^{2}}}<\infty
$$

Proof. Let us consider the ball bundle $B_{r}(N \Delta):=\left\{(p, v): v \in T_{q} M,\|v\| \leq r\right\}$, with $r>0$ given by Lemma 8.11. Taking a smaller $r>0$ if needed, we can assume that the exponential map exp : $B_{r}(N \Delta) \rightarrow M \times M$, defined as $(p, v) \mapsto \exp _{p}(v)$, is a diffeomorphism onto its image, which we denote as $B_{r}(\Delta)$, that is thus a tubular neighborhood of $\Delta$. By Lemma 8.1, we can moreover assume that $B_{r}(\Delta)$ does not contain elements of $\Delta^{X}$ other than the diagonal ones.

Let $s: M \times M \backslash \Delta \rightarrow \mathbb{R}$ be the integrand function. The integral can be split into two parts: $\int_{B_{r}(\Delta) \backslash \Delta} s+\int_{M \times M \backslash B_{r}(\Delta)} s$. By Cauchy-Schwartz, we have that $C(p, q)^{2}<C(p, p) C(q, q)$ for all $(p, q) \notin \Delta^{X}$, so that the integrand is bounded on $B \times B \backslash B_{r}(\Delta)$.

This leaves us with the term $I_{r}:=\int_{B_{r}(\Delta)} s$. Since the restriction of exponential map to a small enough neighborhood of the diagonal is a diffeomorphism, we can use it as a change of variables and write

$$
I_{r}=\int_{B_{r}(\Delta)} s(p, q) d M^{2}(p, q)=\int_{B_{r}(N \Delta)} s\left(p, \exp _{p}(v)\right) J(p, v) d T M(p, v)
$$

where $J(p, v)$ is the Jacobian determinant of the exponential map, that is a $\mathcal{C}^{1}$ function. Here we are integrating with respect to the Riemannian volume density of the canonical Riemannian metric on $T M$, defined by the parallel transport. Notice that such metric induces the flat (i.e. constant) metric $g_{p}$ on each fiber $T_{p} M$. Let us denote by $d T_{p} M$ the volume density of $T_{p} M$, for any $p \in M$, i.e., the Lebesgue measure determined by an orthonormal frame.

Denote by $J_{p, v} \pi>0$ the Jacobian of the projection map $\pi: B(N \Delta) \rightarrow M$ (it might not be 1 when $M$ is not flat) and using the coarea formula, we obtain that

$$
I_{r}=\int_{M} \int_{B_{r}\left(T_{p} M\right)} s\left(p, \exp _{p}(v)\right) \frac{J(p, v)}{J_{p, v} \pi} d T_{p} M(v) d M(p)
$$

It is easy to see that both Jacobians are bounded (because $M$ is compact) non-vanishing functions, so their ratio is bounded by a constant $b>0$, Moreover, we can write the innermost integral in standard polar coordinates, since $T_{p} M$ is flat. Let $S\left(T_{p} M\right)$ denote the set of unit vectors in $T_{p} M$. We obtain

$$
I_{r} \leq b \int_{M} \int_{S\left(T_{p} M\right)}\left(\int_{0}^{r} s\left(p, \exp _{p}(t v)\right) t^{m-1} d t\right) d S\left(T_{p} M\right)(v) d M(p)
$$

Here is where we use Lemma 8.11 above, which says that, for $r$ small enough, we have $s\left(p, \exp _{p}(t v)\right) \leq \frac{1}{r t^{m-1}}$. Thus,

$$
\begin{aligned}
I_{r} & \leq \frac{b}{r} \int_{M} \int_{S\left(T_{p} M\right)}\left(\int_{0}^{r} 1 d t\right) d S\left(T_{p} M\right)(v) d M(p) \\
& \leq b k \mathcal{H}(M) \mathcal{H}\left(S^{m-1}\right)
\end{aligned}
$$

so that $I_{r}$ is finite when $m \geq 2$.

## 9. Malliavin-Sobolev regularity of the volume

9.1. Square-integrability of the volume. In [8], it is shown that the nodal volume of a stationary Gaussian field on $M=\mathbb{T}^{m}$ is in $L^{\frac{m+1}{2}-}(\mathbb{P})$. The following result ensures that the volume $V(X)=\mathcal{H}_{m-1}\left(X^{-1}(0)\right) \in \mathbb{R}$ is a square-integrable random variable, also in the cases $m=2,3$.

Corollary 9.1. Let Assumption A prevail. Then $V(X) \in L^{2}(\mathbb{P})$ and

$$
\mathbb{E}\left\{V(X)^{2}\right\}=\mathbb{E}\left\{\left\|d_{p} X\right\|\left\|d_{q} X\right\| \begin{array}{l}
X(p)=0 \\
X(q)=0
\end{array}\right\} \frac{d M(p) d M(q)}{2 \pi \sqrt{C(p, p) C(q, q)-C(p, q)^{2}}}<+\infty .
$$

Proof. The first identity is the standard Kac-Rice formula for the second moment, see [10, Theorem 6.9], whose validity under Assumption A is granted by Lemma 8.2. A direct application of [34, Theorem 1.5], with $p=2$, gives the boundedness. Indeed, the hypothesis of [34, Theorem 1.5], in such case, are equivalent to Assumption A.
9.2. Main Result. In [8], it is proven that the nodal volume of a stationary Gaussian field on $M=\left(S^{1}\right)^{m}$ or $M=[0,1]^{m}$ is in $\mathbb{D}^{\frac{m+1}{3}-}$, for $m \geq 3$. The following result is stronger in the cases $m=3,4,5$. In the other cases, the result reported in [8] should be considered stronger, in that a direct generalizaton of the proof of [8] to non-stationary Gaussian fields on an arbitrary compact manifold, with or without boundary, is relatively easy. However, the methods employed here are completely different. Let $V(X)=\mathcal{H}_{m-1}\left(X^{-1}(0)\right) \in \mathbb{R}$. The following result immediately implies point (ii) of Theorem 1.3, when $m \geq 4$, and point (iii) of Theorem 1.3, when $m=3$.

We recall the notation introduced in the statement of Theorem 4.6. Let $M$ be a $\mathcal{C}^{2}$ compact Riemannian manifold with boundary $\partial M$. Let $\mathbf{n}: \partial M \rightarrow T M$ be the normal vector to the boundary, pointing outside the manifold. For any $f \in \mathcal{C}^{2}(M)$ and we denote $\nu_{f}=\frac{\operatorname{grad} f}{\|\operatorname{grad} f\|}$ and

$$
\tilde{\Delta} f=\Delta f-\operatorname{Hess} f\left(\frac{\operatorname{grad} f}{\|\operatorname{grad} f\|}, \frac{\operatorname{grad} f}{\|\operatorname{grad} f\|}\right),
$$

as functions, defined on $\{\operatorname{grad} f \neq 0\}$.
Theorem 9.2. Let Assumption A prevail, with $M$ having dimension $m \geq 3$.

- Moreover, if $m=3$, we also assume that for every $(p, v) \in T M$, the three random variables $X(p), d_{p} X(v), \operatorname{Hess}_{p} X(v, v)$ form a non-degenerate Gaussian vector.
Then, the nodal volume $V(X)=\mathcal{H}_{m-1}\left(X^{-1}(0)\right)$ is in $\mathbb{D}^{1,2}$. In particular, the stochastic differential $\mathrm{D}_{M} V \in \mathcal{H}_{X}^{*}$ coincides almost surely with the Fréchet differential:

$$
\begin{align*}
\mathrm{D}_{M} V=\left.d_{X} V\right|_{\mathcal{H}_{X}}(\cdot) & =\int_{X^{-1}(0)}\left(\frac{\tilde{\Delta} X(p)}{\left\|d_{p} X\right\|^{2}}\right) \delta_{p}(\cdot) \mathcal{H}^{m-1}(d p)  \tag{9.1}\\
& +\int_{X^{-1}(0) \cap \partial M}\left(\frac{g_{p}\left(\mathbf{n}, \nu_{X}\right)}{\left\|d_{p}\left(\left.X\right|_{\partial M}\right)\right\|}\right) \delta_{p}(\cdot) \mathcal{H}^{m-2}(d p)
\end{align*}
$$

and is in $L^{2}\left(\mathcal{H}_{X}^{*}\right)$ with finite square norm $\left\|\mathrm{D}_{M} V\right\|_{L^{2}}^{2}=\mathbb{E}\left\{\left\|d_{X} V\right\|_{\mathcal{H}_{X}}^{2}\right\}=\ldots$

$$
\begin{aligned}
\ldots & =\int_{M \times M} \mathbb{E}\left\{\left.\frac{\tilde{\Delta} X(p)}{\left\|d_{p} X\right\|} \frac{\tilde{\Delta} X(q)}{\left\|d_{q} X\right\|} \right\rvert\, \begin{array}{l}
X(p)=0 \\
X(q)=0
\end{array}\right\} \frac{C(p, q) d M(p) d M(q)}{2 \pi \sqrt{C(p, p) C(q, q)-C(p, q)^{2}}} \\
& =\int_{\partial M \times \partial M} \mathbb{E}\left\{g_{p}\left(\mathbf{n}, \nu_{X}\right) \cdot g_{q}\left(\mathbf{n}, \nu_{X}\right) \left\lvert\, \begin{array}{l}
X(p)=0 \\
X(q)=0
\end{array}\right.\right\} \frac{C(p, q) d \partial M(p) d \partial M(q)}{2 \pi \sqrt{C(p, p) C(q, q)-C(p, q)^{2}}}
\end{aligned}
$$

Where the integrand in the latter expression is continuous almost everywhere.
Proof. We divide the proof in three steps, corresponding to the condtions (i),(ii) and (iii) of Definition 3.6.

Step (i). The fact that $V$ is ray absolutely continuous is a direct consequence of Theorem 5.10 and Theorem 7.1.

Step (ii). This follows from the Fréchet differentiability almost everywhere. Indeed, let us define the candidate stochastic differential $\mathrm{D}_{M} V: E \rightarrow \mathcal{H}_{X}^{*}$ to be the Fréchet differential:

$$
\begin{aligned}
\mathrm{D}_{M} V(f):=\left.d_{f} V\right|_{\mathcal{H}_{X}}(\cdot) & =\int_{f^{-1}(0)}\left(\frac{\tilde{\Delta} f(p)}{\left\|d_{p} f\right\|^{2}}\right) \delta_{x}(\cdot) \mathcal{H}^{m-1}(d p) \\
& +\int_{f^{-1}(0) \cap \partial M}\left(\frac{g_{p}\left(\mathbf{n}, \nu_{f}\right)}{\left\|d_{p}\left(\left.f\right|_{\partial M}\right)\right\|}\right) \delta_{p}(\cdot) \mathcal{H}^{m-2}(d p),
\end{aligned}
$$

for all $f \in \mathcal{U}$. Moreover, $\mathrm{D}_{M} V$ is a continuous function on $\mathcal{U}$. By Lemma 5.2, we have that $\mathcal{U}$ has full measure, hence the above assignement defines a measurable function $\mathrm{D}_{M} V$ almost everywhere and thus it can be extended to a measurable function on $E$, so that it defines a random variable. The choice of the extension on $\mathcal{W}=E \backslash \mathcal{U}$ is irrelevant. Theorem 4.6 implies that we have

$$
\left|\frac{V(X+t h)-V(X)}{t}-d_{X} V(h)\right| \rightarrow 0
$$

almost surely, thus the convergence in probability holds and $\mathrm{D}_{M} V \in \mathcal{H}_{X}^{*}$ is indeed the stochastic derivative of $V(X)$.

Step (iii). We have to show that the random variable $\left\|\mathrm{D}_{M} V(X)\right\|_{\mathcal{H}_{X}}=\left\|d_{X} V\right\|_{\mathcal{H}_{X}}$ is in $L^{2}$. By Corollary 4.7, we have that, if $Z=X^{-1}(0)$, then

$$
\begin{aligned}
\left\|d_{X} V\right\|_{\mathcal{H}_{X}}^{2} & =\int_{Z \times Z} \frac{\tilde{\Delta} X(p)}{\left\|d_{p} X\right\|^{2}} \frac{\tilde{\Delta} X(q)}{\left\|d_{q} X\right\|^{2}} C(p, q) d Z(p) d Z(q) \\
& +\int_{\partial Z} \int_{\partial Z} \frac{g_{p}(\mathbf{n}, \nu) g_{q}(\mathbf{n}, \nu)}{\left\|d_{p}\left(\left.X\right|_{\partial M}\right)\right\|\left\|d_{q}\left(\left.X\right|_{\partial M}\right)\right\|} C(p, q) d \partial Z(p) d \partial Z(q)
\end{aligned}
$$

By applying Lemma 8.2 to $X$ and to $\left.X\right|_{\partial M}$, we deduce a Kac-Rice formula for computing $\mathbb{E}\left\{\left\|d_{X} V\right\|_{\mathcal{H}_{X}}^{2}\right\}$, corresponding exactly to that in the statement of the theorem. The integral can be restricted to $M \times M \backslash \Delta^{X}$, where $\Delta^{X}=\{(p, q):(X(p), X(q))$ is degenerate $\}$, which we know to have measure zero by Lemma 8.1.

Now, we will show that such formula is also bounded. To do so, we need two Lemmas, that are proved above: Lemma 8.8 to bound the conditional expectation and Lemma 8.12 to bound the rest. In particular, the former is the most demanding one and its proof depends on Corollary 8.5, which is proved in Subsection 8.2.

Let us first consider the case when $\partial M=\emptyset$. We want to reduce to a situation such that $\Delta^{X}=\Delta$. To this end, we cover $M$ with a finite number of open subsets $B_{1}, \ldots, B_{N}$ such that for all $i=1, \ldots, N$ we have $\Delta^{X} \cap\left(B_{i} \times B_{i}\right)=\Delta \cap\left(B_{i} \times B_{i}\right)$. This is possible because of Lemma 8.1. Then, we have almost surely

$$
\begin{aligned}
\left\|d_{X} V\right\|_{\mathcal{H}_{X}}^{2} & \leq\|C\|_{\mathcal{C}^{0}} \sum_{i, j} \int_{Z \cap B_{i} \times Z \cap B_{j}}\left|\frac{\tilde{\Delta} X(p)}{\left\|d_{p} X\right\|^{2}}\right|\left|\frac{\tilde{\Delta} X(q)}{\left\|d_{q} X\right\|^{2}}\right| d Z(p) d Z(q) \\
& =\|C\|_{\mathcal{C}^{0}}\left(\sum_{i} \int_{Z \cap B_{i}}\left|\frac{\tilde{\Delta} X(p)}{\left\|d_{p} X\right\|^{2}}\right| d Z(p)\right)^{2}
\end{aligned}
$$

From this we see that it is sufficient to show that the random variables defined as $\alpha_{i}=$ $\int_{Z \cap B_{i}}\left|\frac{\tilde{\Delta} X(p)}{\left\|d_{p} X\right\|^{2}}\right| d Z(p)$ are in $L^{2}$, for all $i$. Using again Lemma 8.2, we are reduced to show the finiteness of the following integral:

$$
\mathbb{E}\left[\alpha_{i}^{2}\right]=\int_{B \times B \backslash \Delta} \mathbb{E}\left\{\left|\frac{\tilde{\Delta} X(p)}{\left\|d_{p} X\right\|} \frac{\tilde{\Delta} X(q)}{\left\|d_{q} X\right\|}\right| \begin{array}{l}
X(p)=0 \\
X(q)=0
\end{array}\right\} \frac{(2 \pi)^{-1} d M(p) d M(q)}{\sqrt{C(p, p) C(q, q)-C(p, q)^{2}}},
$$

When $m \geq 4$, by Lemma 8.8, we have that the conditional expectation that appears in the formula is bounded, while if $m=3$, Lemma 8.9 implies that the expectation is bounded by $\frac{1}{\operatorname{dist}(p, q)}$. Thus, we are reduced to prove finiteness of

$$
I=\int_{B_{i} \times B_{i} \backslash \Delta} \frac{1}{\operatorname{dist}(p, q)} s(p, q) d M(p) d M(q), \quad s(p, q)=\frac{1}{\sqrt{C(p, p) C(q, q)-C(p, q)^{2}}}
$$

Lemma 8.12 shows that $I$ is finite when $m \geq 3$. This proves that $\mathbb{E}\left\{\left\|d_{X} V\right\|_{\mathcal{H}_{X}}^{2}\right\}<+\infty$.
This proves that $\mathbb{E}\left\{\left\|d_{X} V\right\|_{\mathcal{H}_{X}}^{2}\right\}<+\infty$ when $\partial M=\emptyset$, but in fact, we proved that, denoting by $d_{X}^{\partial} V$ the boundary term in Equation (9.1), $\left\|d_{X} V-d_{X}^{\partial} V\right\|_{\mathcal{H}_{X}} \in L^{2}$. To prove the general case, we only have to show that $\left\|d_{X}^{\partial} V\right\|_{\mathcal{H}_{X}} \in L^{2}$. This can be done, using the same argument: the expectation term in the boundary integral is clearly bounded (indeed, $g_{p}\left(\mathbf{n}, \nu_{X}\right) \leq 1$ ), so we can conclude, as before, with Lemma 8.12, applied to $\left.X\right|_{\partial M}$, since $\operatorname{dim} \partial M \geq 2$.

Corollary 9.3. Let $Q$ be a $\mathcal{C}^{2}$ manifold with corners of dimension $m \geq 3$ (for instance, $\left.Q=[0,1]^{m}\right)$. Let $X \in \mathcal{C}^{2}(Q)$ be Gaussian, with the property that:

- For any point $p \in Q$ and any tangent vector $v \in T_{p} Q$, the Gaussian vector $j_{p}^{1} X:=$ $\left(X(p), d_{p} X(v)\right) \in \mathbb{R}^{2}$ is non-degenerate.
- If $m=3$, we also assume that for every $(p, v) \in T M$, we have that $X(p), d_{p} X(v), H_{p}(v, v)$ form a non-degenerate Gaussian vector.

Then, the nodal volume $V(X)=\mathcal{H}^{m-1}\left(X^{-1}(0)\right)$ is in $\mathbb{D}^{1,2}$.

Remark 9.4. An immediate consequence is that the same statement holds true for random fields defined on any geometric object that can be written as a finite union of manifolds with corners. In particular, let $Q \subset B^{m}$ be a semialgebraic subset (see [21]) of the unit ball $B^{m}$, entirely contained in its interior and let $X \in \mathcal{C}^{2}\left(B^{m}\right)$ satisfy the hypotheses of the above theorems. Then $\mathcal{H}_{m-1}\left(X^{-1}(0) \cap Q\right)$ is in $\mathbb{D}^{1,2}$.

Proof. It is possible to construct an increasing sequence of $\mathcal{C}^{2}$ manifolds with boundary $M_{n} \uparrow Q$, all parametrized by a fixed compact manifold with boundary $M$, via a family of $\mathcal{C}^{2}$ embeddings $\Phi_{n}: M \rightarrow Q$, such that $\Phi_{n}(M)=M_{n}$ and such that $\Phi_{n} \rightarrow \Phi$ in $\mathcal{C}^{\infty}(M, Q)$, where $\Phi(M)=Q$. Moreover, the construction can be made in such a way that there is a partition of the boundary $\partial M=N \sqcup B$, such that $\phi:=\left.\Phi\right|_{B}$ is an embedding with image $\partial Q$, the $m-1$ dimensional stratum of $Q$ and $N$ has zero measure. To see that this construction is possible, observe that it is enough to prove when $Q=[0,1]^{m}$, in which case it can be done explicitely. Denote $\phi_{n}:=\left.\Phi_{n}\right|_{B}$. Let $V_{n}(f):=\mathcal{H}_{m-1}\left(f^{-1}(0) \cap M_{n}\right)$. By dominated convergence, we have that $V_{n}(X) \rightarrow V(X)$ almost surely. By Corollary 9.1, it follows that the convergence holds in $L^{2}$ as well. Exploiting the completeness of the space $\mathbb{D}^{1,2}$, to show that $V(X) \in \mathbb{D}^{1,2}$ it is thus sufficient to prove that the sequence of derivatives $d_{X} V_{n}$ is convergent in $L^{2}$. This is true for the non-boundary term. Let us denote by $d_{X}^{\partial} V$ the boundary term:

$$
\begin{aligned}
d_{X} V_{n}^{\partial} & =\int_{X^{-1}(0) \cap \partial M_{n}}\left(\frac{g_{p}\left(\mathbf{n}, \nu_{X}\right)}{\left\|d_{p}\left(\left.X\right|_{\partial M}\right)\right\|}\right) \delta_{p}(\cdot) \mathcal{H}^{m-2}(d p) \\
& =\left.\int_{\left.\left(X \circ \phi_{n}\right)^{-1}(0)\right)}\left(\frac{g_{\phi_{n}(x)}\left(\mathbf{n}, \nu_{X}\right)}{\left\|d_{x}\left(X \circ \phi_{n}\right)\right\|}\right)\right|_{p=\phi_{n}(x)} \delta_{\phi_{n}(x)}(\cdot) J_{x} \phi_{n} \mathcal{H}^{m-2}(d x)
\end{aligned}
$$

So that applying the Kac-Rice formula to the field $\left(X \circ \phi, X \circ \phi_{n}\right): B \times B \rightarrow \mathbb{R}^{2}$, we get

$$
\begin{aligned}
\mathbb{E}\left\langle d_{X} V_{n}^{\partial}-d_{X} V^{\partial}\right\rangle_{\mathcal{H}_{X}}^{2} & = \\
& =\int_{B \times B} \mathbb{E}\left\{g_{p}\left(\mathbf{n}, \nu_{X}\right) \cdot g_{q}\left(\mathbf{n}, \nu_{X}\right) \left\lvert\, \begin{array}{l}
X(p)=0 \\
X(q)=0
\end{array}\right.\right\} \times \\
& \times\left.\frac{C(p, q)}{2 \pi \sqrt{C(p, p) C(q, q)-C(p, q)^{2}}}\right|_{p=\phi_{n}(x), q=\phi(y)} ^{d B(x) d B(y) .}
\end{aligned}
$$

Since $\phi_{n} \rightarrow \phi$ converges to an embedding, the formula above is convergent, thus we conclude.
9.3. The two-dimensional case. In this section, we will prove the points (ii) and (iv) of Theorem 1.3. The former, was partly proven in Theorem 9.2, and it only remains to show that in dimension $m \in\{2,3\}$ we have $V(X) \in \mathbb{D}^{1,1}$ assuming only Assumption A, which is the content of Theorem 9.5 below. The second, point (iv), is equivalent to Theorem 9.7 below, which establishes that a necessary condition for $V(X)$ to be in $\mathbb{D}^{1,2}$ is that the random curve $Z=X^{-1}(0)$ is almost surely $\mathcal{C}^{1}$-isotopic (see Definition 4.11) to a fixed deterministic one.
9.3.1. In dimensions 2 and $3, V$ is in $\mathbb{D}^{1,1}$. The following theorem completes the proof of point (ii) of Theorem 1.3.
Theorem 9.5. Let Assumption A prevail. Then, $V(X)=\mathcal{H}_{m-1}\left(X^{-1}(0)\right)$ is in $\mathbb{D}^{1,1}$.
Proof. The first two steps $(i)$ and (ii) in the proof of Theorem 9.2 remain true in this setting, so it is enough to prove (iii). Observe that since the inclusion $\mathcal{H}_{X} \subset \mathcal{C}^{0}(M)$ is continuous, it follows that

$$
\|h\|_{\mathcal{H}_{X}} \leq 1 \Longrightarrow \max _{p \in M}|h(p)| \leq 1 .
$$

To prove the integrability of $d_{X} V$, we proceed as follows:

$$
\begin{aligned}
& \mathbb{E}\left\{\left\|d_{X} V\right\|_{\mathcal{H}_{X}}\right\} \\
& =\mathbb{E}\left\{\sup _{\|h\|_{\mathcal{H}_{X} \leq 1} \leq}\left\langle d_{X} V, h\right\rangle\right\} \\
& =\mathbb{E}\left\{\sup _{\|h\|_{\mathcal{H}_{X} \leq 1} \leq} \int_{Z} \frac{\tilde{\Delta} X(p)}{\left\|d_{p} X\right\|^{2}} h(p) d Z(p)\right\}+\int_{\partial Z}\left(\frac{g_{p}\left(\mathbf{n}, \nu_{X}\right)}{\left\|d_{p}\left(\left.X\right|_{\partial M}\right)\right\|}\right) h(p) d \partial Z(p) \\
& \leq \mathbb{E} \int_{Z} \frac{|\tilde{\Delta} X(p)|}{\left\|d_{p} X\right\|^{2}} d Z(p)+\mathbb{E} \int_{\partial Z}\left(\frac{1}{\left\|d_{p}\left(\left.X\right|_{\partial M}\right)\right\|}\right) d \partial Z(p) \\
& =\int_{M} \mathbb{E}\left\{\left.\frac{|\tilde{\Delta} X(p)|}{\left\|d_{p} X\right\|} \right\rvert\, X(p)=0\right\} \frac{1}{\sqrt{2 \pi C(p, p)}} d M(p)+\int_{\partial M} \frac{1}{\sqrt{2 \pi C(p, p)}} d \partial M(p) .
\end{aligned}
$$

By Theorem 8.4, we know that $I_{1,0}$ is continuous on $\mathcal{F}_{D} \times \mathcal{X}_{m, 0}$, whenever $m \geq 2$. We deduce that the integral is bounded.
9.3.2. When is $V$ in $\mathbb{D}^{1,2}$ ? The idea for proving Theorem 9.7 starts from the observation that Definition 3.6 implies a certain Sobolev regularity on almost every line in the space $E$. Then, we will exploit our study, done in Section 7, of the behavior of $V$ along transverse curves to conclude.

Lemma 9.6. Let $E$ be a Banach space equipped with a centered Gaussian measure $\mu=[X]$ having full-support and let $\mathcal{H}_{X} \subset E$ be its Cameron-Martin Hilbert space. Let $p \in[1,+\infty]$. If $V \in \mathbb{D}^{1, p}(\mu)$, then $V$ is ray- $W^{1, p}$, that is: for every $h \in \mathcal{H}_{X}$, there is a subset $N_{h} \subset E$, with
$\mu\left(N_{h}\right)=1$, such that for all $x \in N_{h}$, the function $t \mapsto V(x+t h)$ belongs to the Sobolev space $W^{1, p}(I, \mathbb{R})$, for any bounded interval $I \subset \mathbb{R}$.

Proof. Let $h \in \mathcal{H}_{X}$. Then, we can split the space $E$ and the measure $\mu$ into a direct product $E=\mathbb{R} h \times E_{0}$ and the measure $\mu=\mu_{h} \otimes \mu_{0}$. Definition 3.6 implies that for all $x$ in a full measure subset $N_{h} \subset E$, the function $\varphi_{x}: t \mapsto V(x+t h)$ belongs to $\mathbb{D}^{1, p}\left(\mu_{h}\right)$. Thus, we have that $\varphi_{x}$ and its Sobolev derivative $\varphi_{x}^{\prime}(t)=\left\langle\mathrm{D}_{M} V(x+t h), h\right\rangle$ are in $L^{p}\left(\mu_{h}\right)$. Here, $\mu_{h}$ is a Gaussian measure, hence both functions are also in $L^{p}(I, \mathbb{R})$ for any bounded interval $I \subset \mathbb{R}$.

The following theorem is a reformulation of point (iv) of Theorem 1.3.
Theorem 9.7. Let Assumption A prevail, with $\operatorname{dim} M=2$ and assume the following:

- there are no pairs of distinct boundary points $p, q \in \partial M$, such that the Gaussian vectors $j_{p}^{1} X, j_{q}^{1} X$ are fully correlated.
Then, if the volume random variable $V(X)=\mathcal{H}_{m-1}\left(X^{-1}(0)\right)$ is ray- $W^{1,2}$ then there exists a deterministic curve $Z \subset M$, such that

$$
\mathbb{P}\left\{X^{-1}(0) \text { is } \mathcal{C}^{1} \text {-isotopic to } Z \text { in } M\right\}=1
$$

If this does not hold, then $V(X) \notin \mathbb{D}^{1,2}$.
Proof. By Lemma 9.6 if $V(X)$ is not ray - $W^{1,2}$, then it is not in $\mathbb{D}^{1,2}$. Let us assume that $V(X)$ is ray $-W^{1,2}$. Let $f_{0}, f_{1} \in \mathcal{U}$, then there exists a curve $t \mapsto \tilde{f}_{t}=f_{0}+t h \in E$, for some $\tilde{f}_{i}$ close to $f_{i}$. Then, for almost every such curves we must have that the function $t \mapsto V(c(t))$ is in $W^{1,2}$. By Corollary 7.5, this implies that $f_{t} \subset \mathcal{U}$. This proves that $\mathcal{U}$ is connected. Moreover, for any continuous curve $f_{t} \in \mathcal{U}$, we have that $f_{t}^{-1}(0)$ is $\mathcal{C}^{1}$-isotopic to $Z:=f_{0}^{-1}(0)$ in $M$ for all $t$, by Lemma 4.13. Since $\mathcal{U}$ has probability one, this concludes the proof.

## 10. On The singular part of the law

As announced in Section 1.5, the forthcoming Theorem 10.1 provides a characterization of the law of random nodal volumes whenever the underlying Gaussian field has full support. We will see in Remark 10.2 that our strategy for proving such a statement answers some questions left open in [8].

Theorem 10.1. Let Assumption A prevail, and assume that the topological support of $X$ is $E=\mathcal{C}^{2}(M)$. Then, the law of the nodal volume $V(X)=\mathcal{H}^{m-1}\left(X^{-1}(0)\right)$ takes the form

$$
\mathbb{P}\{V(X) \in I\}=\int_{I} \rho(v) d v+P \cdot \delta_{0}(I)
$$

for all $I \subset \mathbb{R}$ Borel subset, where $0<P=\mathbb{P}\left\{X^{-1}(0)=\emptyset\right\}<1$, and $\rho:[0,+\infty[\rightarrow[0,+\infty[$ is an $L^{1}$ function whose topological support is the set of nonnegative real numbers $[0,+\infty)$, and such that $\int_{0}^{\infty} \rho(x) d x=1-P$. If $V(X) \in \mathbb{D}^{1,2}$, then formula (1.2) holds for almost every $x \in[-c,+\infty]$, with $c=\mathbb{E}(V)$ and

$$
\pi(x)=\frac{\rho(x)}{1-P}
$$

with a function $g$ satisfying the three properties (a)-(c) in the statement of Theorem 1.5.
Remark 10.2. Roughly speaking, the conclusion of Theorem 10.1 implies that the nodal volume $V(X)$ has an absolutely continuous distribution, conditionally on the event that $X$ vanishes somewhere in $M$. A parallel study of the singular part of the law was made also in [8, Section 4.4]. The authors prove [8, Corollary 3] that, under the hypothesis that $M=\mathbb{T}^{m}$, that the
field $X$ is smooth, stationary and with full support, if the kernel of a certain operator $\mathcal{L}^{*}$ has dimension 1, then:

$$
\begin{aligned}
& \left.\mathbb{P}\left\{\mathrm{D}_{M} V(X)=0 \Longrightarrow X \text { has constant sign (i.e., } V(X)=0\right)\right\} \\
& =\mathbb{P}\left\{\left\{\mathrm{D}_{M} V(X) \neq 0\right\} \cup\{V(X)=0\}\right\}=1 .
\end{aligned}
$$

This is equivalent to Claim (10.1) below, which we prove here in more generality. In particular, there is no need to check if $\operatorname{dim}\left(\operatorname{ker}\left(\mathcal{L}^{*}\right)\right)=1$, thus confirming the conjecture (formulated in [8, end of Section 4.4]) that such a condition is indeed not necessary.

Proof. The strategy of the proof is to use the Bouleau-Hirsch criterion [8, Theorem 4], in combination to a study of the zeroes of the Malliavin derivative $\mathrm{D}_{M} V(X)$, which we know to exist, at least in the $L^{1}$ sense, for all $m \geq 2$ by Theorem 9.5. The key idea is to look at the second variation of the volume, which for minimal hypersurfaces is expressed by a standard differential geometric formula, see Equation (10.2) below. Then, we will apply Lemma B. 3 to the set $\mathcal{V} \subset E$ of zeroes of the Malliavin derivative.

To improve its readability, the proof is divided into eight steps.
(1) Given that $X$ has full support, there is a positive probability that $X>1$ on the whole manifold and a positive probability that $X(p) \cdot X(q)<-1$ for a pair of distinct points $p, q$. It follows that $0<P=\mathbb{P}\left\{X^{-1}(0)=\emptyset\right\}<1$. Therefore the law $\mu$ of the nodal volume certainly is a sum $\mu=\mu_{0}+P \delta_{0}$, for a positive measure $\mu_{0}$, that can be defined as follows

$$
\mu_{0}(I)=\mathbb{E}\left[1_{I}(V(X)) \cdot 1_{\left.V^{-1}\right] 0,+\infty}(X)\right] .
$$

(2) Consider the Bouleau-Hirsch criterion as reported in [8, Theorem 4]. In order to include the two dimensional case, we will apply the theorem with $p=1$, relying on the fact that $V(X) \in \mathbb{D}^{1,1}$ by Theorem 9.5 . In our setting, [8, Theorem 4] states that there exists a density function $\rho_{0}:[0,+\infty[\rightarrow[0,+\infty[$, integrable and such that for every $I \subset \mathbb{R}$ Borel subset,

$$
\mathbb{E}\left[1_{I}(V(X)) \cdot\left\|\mathrm{D}_{M} V(X)\right\|_{\mathcal{H}_{X}}\right]=\int_{I} \rho_{0}(t) d t .
$$

An immediate consequence is that the measure $\nu$, defined as

$$
\nu(I)=\mathbb{E}\left[1_{I}(V(X)) \cdot 1_{\| \mathrm{D}_{M} V(X)} \|_{\mathcal{H}_{X}}>0\right]
$$

is absolutely continuous with respect to the Lebesgue measure. Let $\rho$ be its density function. We will conclude the proof by showing that $\nu=\mu_{0}$, that is equivalent to prove that:

$$
\begin{equation*}
\text { Claim: } \mathbb{P}\left\{V(X)>0, \mathrm{D}_{M} V(X)=0\right\}=0 \tag{10.1}
\end{equation*}
$$

The rest of the proof is devoted to prove Claim (10.1).
(3) Since $X$ has full support $\mathcal{C}^{2}(M)=\overline{\mathcal{H}_{X}}$, the almost sure identity $\mathrm{D}_{M} V(X)=\left.d_{X} V\right|_{\mathcal{H}_{X}}=$ 0 implies that $Z=X^{-1}(0)$ is either empty or a minimal hypersurface, that is, a hypersurface whose mean curvature $H_{Z}$, defined as in (4.4), vanishes identically.
(4) The second order differential of $V$ in the direction $h \in \mathcal{C}^{2}(M)$, computed at point $f \in \mathcal{U}$, such that $Z=f^{-1}(0)$ is a $\mathcal{C}^{2}$ minimal hypersurface, can be obtained from the general formula for the second variation of the volume [57, Equation at the bottom of page 8], reasoning as in Proposition 4.9:

$$
\begin{equation*}
d_{f}^{2} V(h, h):=\left.\frac{d^{2}}{d s^{2}}\right|_{s=0} V(f+s h)=\int_{Z}\|d \psi\|^{2}-\psi^{2}\left(\|\operatorname{II}\|^{2}+\operatorname{Ric}(\nu, \nu)\right) d Z \tag{10.2}
\end{equation*}
$$

where $\psi=-\left.\|d f\|^{-1} h\right|_{Z} \in \mathcal{C}^{1}(Z)$ is determined by the change of variation formula given in Equation (4.10); $\mathrm{II}=\|d f\|^{-1} \operatorname{Hess} f$ is the second fundamental form of $Z$ (Equation (4.3)); Ric is the Ricci curvature (see [49]) of the ambient manifold $M$ and $\nu=\|d f\|^{-1} \operatorname{grad} f$.
(5) Fix $f$ as above, let $Z=f^{-1}(0)$ be minimal, and consider the subspace $\Psi_{Z} \subset \mathcal{C}^{1}(Z)$ defined as

$$
\Psi_{Z}:=\left\{\psi=-\left.\|d f\|^{-1} h\right|_{Z}: h \in \mathcal{H}_{X}\right\} .
$$

Recall that $f \in \mathcal{U}$ if and only if $\|d f\|$ has no zeroes on $Z$, thus $\|d f\|_{Z}$ is a $\mathcal{C}^{1}$ function on $Z$. Since $\mathcal{H}_{X}$ is dense in $\mathcal{C}^{2}(M)$, we have that $\Psi_{Z}$ is dense in $\mathcal{C}^{1}(Z)$.
(6) Assume that $d_{f}^{2} V(h, h)=0$ for all $h \in \mathcal{H}_{X}$, then due to the density of $\Psi_{Z}$ in $\mathcal{C}^{1}(Z)$, we would have that the right hand side of Equation (10.2) vanishes for all $\psi \in \mathcal{C}^{1}(Z)$, indeed, since $\|\mathrm{II}\|^{2}$ and $\operatorname{Ric}(\nu, \nu)$ are continuous functions on $Z$, the latter expression is continuous with respect to $\psi \in \mathcal{C}^{1}(Z)$. In particular, by Stokes-Green divergence formula, we have that

$$
\begin{equation*}
\int_{Z} \psi\left(\Delta^{(Z)} \psi+\left(\|\mathrm{II}\|^{2}+\operatorname{Ric}(\nu, \nu)\right) \psi\right) d Z=0, \quad \forall \psi \in \mathcal{C}^{2}(Z) \tag{10.3}
\end{equation*}
$$

where $\Delta^{(Z)}$ is the Laplace-Beltrami operator of the $\mathcal{C}^{2}$ compact Riemannian manifold $Z$. Set $C:=\left(\|\mathrm{II}\|^{2}+\operatorname{Ric}(\nu, \nu)\right)$, a continuous function on $Z$, and notice that Equation (10.3) is an identity of the form $A(\psi, \psi)=0$ for a symmetric bilinear form $A$, thus it implies that $A=0$, that is,

$$
\Delta^{(Z)} \psi+C \psi=0, \quad \forall \psi \in \mathcal{C}^{2}(Z)
$$

Clearly this is an absurd statement, unless $Z$ is empty. This proves that if $f \in \mathcal{U}$ is such that $Z=f^{-1}(0) \neq \emptyset$ is minimal, then there exists at least one $h \in \mathcal{H}_{X}$ (depending on $f$ ) such that $d_{f}^{2} V(h, h) \neq 0$.
(7) Observe that $d_{f}^{2} V(h, h)$ is continuous with respect to $f, h \in \mathcal{C}^{2}(M)$, so that if $d_{f_{0}}(h, h) \neq$ 0 , then there is a neighborhood $U_{f_{0}}$ of $f_{0}$ such that $d_{f}(h, h) \neq 0$ for all $f \in U_{f_{0}}$. Let $\delta>0$ and $O_{f_{0}}$ be a smaller neighborhood of $f_{0}$ in $U_{f_{0}}$, such that

$$
f \in O_{f_{0}} \text { and }|s|<\delta \Longrightarrow f+s h \in U_{f_{0}} .
$$

Then for all $f \in O_{f_{0}}$, the function $s \mapsto V(f+s h)$ has no flexes in $(-\delta, \delta)$, meaning that its derivative is strictly monotone, so that it can have at most one zero. In particular, we proved the following: "Define $\mathcal{V}:=\left\{f \in \mathcal{U}: V(f) \neq 0,\left.d_{f} V\right|_{\mathcal{H}_{X}}=0\right\}$. For every $f_{0} \in \mathcal{V}$, there is an open set $O_{f_{0}} \subset \mathcal{U}, \delta>0$ and $h \in \mathcal{H}_{X}$ such that for every $f \in O_{f_{0}}$, the set

$$
S(f, \delta, h)=\{s \in(-\delta, \delta): f+s h \in \mathcal{V}\}
$$

is finite." By Lemma B. 3 applied with $e=0$, recalling that $\mathbb{P}\{X \in \mathcal{U}\}=1$, we conclude that Claim (10.1) holds and the proof of the first part of the statement is concluded. In particular, the support of the law of $V(X)$ and thus of $\rho$, must necessarily contain the image $V(\mathcal{U})$, which is the the whole positive real line $[0,+\infty)$.
(8) Now assume that $V=V(X) \in \mathbb{D}^{1,2}$. To prove the final claim, we start by recalling the standard estimates: $\mathbb{E}\left[\left\langle\mathrm{D}_{\mathscr{M}} V,-\mathrm{D}_{\mathscr{M}} L^{-1} V\right\rangle_{\mathcal{H}_{X}} \mid \bar{V}\right] \geq 0$, a.s. $-\mathbb{P}$, and

$$
\mathbb{E}\left\{\mathbb{E}\left[\left\langle\mathrm{D}_{\mathscr{M}} V,-\mathrm{D}_{\mathscr{M}} L^{-1} V\right\rangle_{\mathcal{H}_{X}} \mid \bar{V}\right]\right\} \leq \mathbb{E}\left\|D_{\mathscr{M}} V\right\|_{\mathcal{H}_{X}}^{2}<\infty
$$

where the last relation follows from the fact that $V \in \mathbb{D}^{1,2}$, and we have used Cauchy-Schwarz and the bound $\mathbb{E}\left\|D_{\mathscr{M}} L^{-1} V\right\|_{\mathcal{H}_{X}}^{2} \leq \mathbb{E}\left\|D_{\mathscr{M}} V\right\|_{\mathcal{H}_{X}}^{2}$; see [72, Proposition 2.9.4 and Lemma 5.3.7]. Now denote by $g$ a version (with respect to the law of $\bar{V}$ ) of the mapping appearing in (1.3) and observe that the law of $\bar{V}$ is characterized as follows: for every Borel set $I$,

$$
\mathbb{P}[\bar{V} \in I]=P \delta_{-c}(I)+(1-P) \int_{I} \bar{\pi}(x) d x
$$

where $\bar{\pi}(x):=\pi(x+c)$, in such a way that the support of $\bar{\pi}$ coincides with the interval $[-c,+\infty]$ (note that, necessarily, $0 \in(-c,+\infty)$ ). Considering smooth test functions with
support contained in $(-c,+\infty)$, and reasoning as in [74, Proof of (3.17)], one deduces that, necessarily, for $d x$-almost every $x \in(-c,+\infty)$,

$$
g(x)=\frac{\int_{x}^{\infty} x \bar{\pi}(x) d x}{\bar{\pi}(x)}:=\frac{\varphi(x)}{\bar{\pi}(x)},
$$

and the conclusion is deduced as in [74, pp. 2294-2295], by exploiting the fact that the function $\varphi(x)$ defined above is strictly positive and continuous on the interval $(-c, \infty)$ (this follows from the following facts: (i) $(1-P) \varphi(-c)=c P>0$, (ii) $\varphi$ is strictly increasing on $(-c, 0)$ and strictly decreasing on $(0, \infty)$, and (iii) as $x \rightarrow(\infty), \varphi(x)$ converges to zero).

## Appendix A. Definition of ray absolutely continuous

We will prove that the definition ray absolute continuity that we gave in Definition 3.6 is equivalent to that of [22, Def. 5.2.3].

Lemma A.1. The following statements are equivalent:
(i) For every $h \in \mathcal{H}_{X}$, there is a set $N_{h} \subset E$, with $\mu\left(N_{h}\right)=0$, such that for all $x \in$ $E \backslash N_{h}$, the function $t \mapsto V(x+t h)$ coincides dt-almost everywhere with an absolutely continuous function $t \mapsto \varphi_{x, h}(t)$.
(ii) For every $h \in \mathcal{H}_{X}$, there exists a function $V_{h}: E \rightarrow \mathbb{R}$ such that $V=V_{h} \mu$-a.e. and, for every $x \in E$, the mapping $t \mapsto V_{h}(x+t h)$ is absolutely continuous.

Proof. Since $h$ is fixed in both statement, we can assume that $E=\mathbb{R} h \oplus E_{0}$, and that $\mu=$ $\left[\gamma h+X_{0}\right]$ where $X_{0} \in E_{0}$ is a full-support Gaussian random element with Cameron-Martin space $H_{0}=h^{\perp}$ dense in $E_{0}$, and $\gamma \sim N\left(0, \sigma^{2}\right)$ is an independent nondegenerate Gaussian random variable.
$(i) \Longrightarrow$ (ii). By Tonelli Theorem, if $\mu\left(N_{h}\right)=0$, there must be some $t_{0} \in \mathbb{R}$ such that $\mu\left(\left(t_{0} h+E_{0}\right) \cap N_{h}\right)=0$. Without loss of generality, we can assume that $t_{0}=0$, for simplicity.

Now, we define a function $V_{h}: E \rightarrow \mathbb{R}$ as follows. If $x \in E_{0} \cap N_{h}$, then $V_{h}(x+t h):=0$ for all $t \in \mathbb{R}$; if $x \in E_{0} \backslash N_{h}$, then $V_{h}(x+t h):=\varphi_{x, h}(t)$. The function $V_{h}$ is thus a well defined measurable function and it has the property that $t \mapsto V_{h}(x+t h)$ is always absolutely continuous, being either equal to $\varphi_{x, h}$ or to the zero function. Finally, we have that for $x$ in the full $\left[X_{0}\right]$-measure set $E_{0} \backslash N_{h}$, then $V_{h}(x+t h)=\varphi_{x, h}(t)=V(x+t h)$ for almost every $t \in \mathbb{R}$, therefore the two functions $V$ and $V_{h}$ must coincide on a full measure subset of $E$.
$(i i) \Longrightarrow(i)$. Let us denote by $N \subset E$, the set of all $x$ such that $V(x) \neq V_{h}(x)$. By hypotheses, we know that $\mu(N)=0$. By the Cameron-Martin theorem, the measures $[X]$ and $[X+t h]$ are absolutely continuous one with respect to the other, therefore we have that $\mu(N+t h)=0$ for all $t \in \mathbb{R}$. Using Tonelli theorem to exchange the order of integration, we have that

$$
0=\int_{\mathbb{R}} \mu(N+t h) d t=\int_{E}\left(\int_{\mathbb{R}} 1_{N}(x+t h) d t\right) d \mu(x) .
$$

This identity says that the set $N_{h}=\left\{\int_{\mathbb{R}} 1_{N}(x+t h) d t \neq 0\right\}$ has measure zero for $\mu$. Moreover, if $x \in E \backslash N_{h}$, then $1_{N}(x+t h)=0$ for almost every $t \in \mathbb{R}$, which means that the function $t \mapsto V(x+t h)$ coincides almost everywhere with the absolutely continuous function $t \mapsto \varphi(t)=$ $V_{h}(x+t h)$.

## Appendix B. Proof of Theorem 5.12

Let the partitions $E=\mathcal{U} \sqcup \mathcal{W}$ and $\mathcal{W}=\mathcal{U}_{1} \sqcup \mathcal{W}_{1}$ be defined as in Subsection 5.3. Recall that $C=\mathrm{CZ}_{f} \neq \emptyset$ if and only if $X+t_{0} e \in \mathcal{W}$. Notice that, the points (1) and (2) of Theorem 5.12
together are equivalent to say that $X+t_{0} e \in \mathcal{U}_{1}$ and that $t \mapsto X+t_{0} e$ is a transverse curve around $t_{0}$. As a consequence, we have that the set

$$
\{t \in \mathbb{R}: X+t e \notin \mathcal{U}\}=\left\{t \in \mathbb{R}: X+t e \in \mathcal{U}_{1}\right\}
$$

is locally finite. We will see (Proposition 6.10) that the behavior of the nodal volume $V(X+t e)$ around $t_{0}$ is dictated by the index $\lambda$ and all the signs $e(p)$ and, when $S=\partial M$, also by the sign of $b(p)\left(X+t_{0} e\right)$.

Define for $\ell=1, \ldots, 5$ a subset $\mathcal{W}_{\ell} \subset E$ as follows:

$$
\mathcal{W}_{\ell}:=\left\{f \in E: C:=\mathrm{CZ}_{f} \neq \emptyset \text { and }(\ell) \text { in Theorem } 5.12 \text { is false }\right\}
$$

The subset $\mathcal{W}_{1}$ is indeed the one that was defined above. To be precise, the subsets $\mathcal{W}_{2}, \mathcal{W}_{4} \subset E$ depend on $e$, while the others are well defined subsets of $E$. Even $\mathcal{W}_{5}$ is the same for all Gaussian measures with support $E$. Define $\mathcal{W}_{\times}(e):=\cup_{\ell=\in 1}^{4} \mathcal{W}_{\ell}$, for every $e \neq 0 \in E$. Then we have a new partition $E=\mathcal{U} \sqcup \mathcal{W}$ and $\mathcal{W}=\mathcal{U}_{\times}(e) \sqcup \mathcal{W}_{\times}(e)$, where $W_{\times}(e) \subset \mathcal{W}_{1}$.

For the proof of Theorem 5.12, we will need some lemmas.
Lemma B.1. Let $V$ be a finite dimensional vector space and let $A: E \rightarrow V$ be a continuous linear map. Then the Gaussian vector $A X \in V$ is non-degenerate if and only if $A$ is surjective. Moreover, given a family $A_{i}: E \rightarrow V_{i}$ of surjective continuous linear maps, then the Gaussian vectors $A_{i} X$ are fully correlated if and only if the kernels $\operatorname{ker}\left(A_{i}\right)$ are the same for all $i$.

Proof. The first part is straightforward. For the second observe that the all the kernels coincide with a space $K$ if an only if there is a common orthonormal basis $h_{1}, \ldots, h_{d} \in \mathcal{H}_{X}$ of $E_{0}=$ $\left(K \cap \mathcal{H}_{X}\right)^{\perp}$, so that $a_{i}:=\left.A_{i}\right|_{E_{0}}: E_{0} \rightarrow V_{i}$ is an isomorphism for all $i$ and thus the Gaussian vector $A_{i} X=a_{i} \circ a_{i_{0}}^{-1}\left(A_{i_{0}} X\right)$ is completely determined by $A_{i_{0}} X$, for fixed $i_{0}$.
Lemma B.2. Let $V_{1}, V_{2}$ be two finite dimensional vector spaces, let $H_{1}, H_{2}$ be two nondegenerate quadratic forms on $V_{1}, V_{2}$, respectively. Let $A_{i}: E \rightarrow V_{i}$, for $i=1,2$, be two surjective continuous linear maps. Assume that for all $h \in E$, we have that

$$
H_{1}\left(A_{1}(h)^{\otimes 2}\right)=H_{2}\left(A_{2}(h)^{\otimes 2}\right)
$$

Then $\operatorname{ker} A_{1}=\operatorname{ker} A_{2}, \operatorname{dim} V_{1}=\operatorname{dim} V_{2}$ and the quadratic forms $H_{1}, H_{2}$ have the same index.
Proof. That the kernels must coincide, it is obvious. Arguing as in the previous proof, we can show that there is a finite dimensional space $E_{0}$ such that $a_{i}:=\left.A_{i}\right|_{E_{0}}: E_{0} \rightarrow V_{i}$ is an isomorphism. From this we deduce immediately that $\operatorname{dim} V_{1}=\operatorname{dim} V_{2}$ and that the matrices of $H_{i}$ with respect to the bases $a_{i}\left(h_{1}\right), \ldots, a_{i}\left(h_{d}\right)$ are the the same matrix for $i=1,2$. Therefore, their canonical diagonal form is the same and the lemma is proved.

The following technical lemma is a very efficient tool to prove that certain events have zero probability when more standard transversality arguments (like those on which Lemma 5.4, Lemma 5.2 and Theorem 5.10 rely on) are not available. It is a key ingredient in the proof of Theorem 5.12 and we will employ it again in the proof of Theorem 10.1, to prove the validity of Equation (1.1) in point (i) of Theorem 1.3.
Lemma B.3. Let $\mathcal{V} \subset E$ and fix $e \in E$. Assume that for every $f_{0} \in \mathcal{V}$ there is a neighborhood $O_{f_{0}}$ of $f_{0}$ in $E, \delta>0$ and $h \in \mathcal{H}_{X} \backslash \mathbb{R} e$ such that for all $f \in O_{f_{0}}$, the set

$$
T(f, \delta, h):=\left\{(s, t) \in(-\delta, \delta)^{2}: f+s h+t e \in \mathcal{V}\right\}
$$

has the property that $T(f, \delta, h) \cap\{s\} \times \mathbb{R}$ is empty for almost every $s \in(-\varepsilon, \varepsilon)$. Then, $\mathbb{P}(\exists t \in \mathbb{R}: X+t e \in \mathcal{V})=0$.
Remark B.4. In particular, if $T(f, \delta, h)$ is finite, then clearly $T(f, \delta, h) \cap\{s\} \times \mathbb{R}$ is empty for almost every $s \in(-\varepsilon, \varepsilon)$. Notice that, when $e=0$, we have that

$$
T(f, \delta, h)=\{s \in(-\delta, \delta): f+s h \in \mathcal{V}\} \times(-\delta, \delta)
$$

and the conclusion is that $\mathbb{P}\{X \in \mathcal{V}\}=0$.
Proof. The space $E$ is a closed subspace of $\mathcal{C}^{2}(M)$, thus it has a countable basis $\mathcal{B}$ of open sets, for this reason, it is enough to prove the statement for $\mathcal{V} \cap O_{f_{0}}$.

It is not restrictive to assume from the beginning that $\|h\|_{\mathcal{H}_{X}}=1$ and that $c:=\langle h, e\rangle_{\mathcal{H}_{X}} \leq 1$. Let $e=e_{0}+c h$. Using the splitting $\mathcal{H}_{X}=h^{\perp} \oplus \perp \mathbb{R} h$ we have that $X=X_{h}+\gamma h$ for some $\gamma \sim \mathcal{N}(0,1)$ and some $X_{h}$ Gaussian vector supported on $h^{\perp}$, independent from $\gamma$.

Observe that the set $\Theta_{f_{0}}:=\left\{(t, f) \in \mathbb{R} \times E: f+t e \in O_{f_{0}}\right\}$ is an open subset of $\mathbb{R} \times E$, therefore it can be covered by a countable family of open subsets $\left(\beta_{n}\right)_{n \in \mathbb{N}}$ of rectangular form:

$$
\beta_{n}=\left(t_{n}-\varepsilon_{n}, t_{n}+\varepsilon_{n}\right) \times \hat{B}_{n}, \text { where } \hat{B}_{n}=B_{n} \oplus\left(s_{n}-\varepsilon_{n}, s_{n}+\varepsilon_{n}\right) h
$$

for some $t_{n}, s_{n} \in \mathbb{R}, 0<\varepsilon_{n}<\frac{1}{2} \delta$, where $\hat{B}_{n}$ is a an open subset of $E$ and $B_{n}$ is an open subset of $h^{\perp}$ such that $\hat{B}_{n}+\left(-\varepsilon_{n}, \varepsilon_{n}\right) h+t_{n} e \subset O_{f_{0}}$. Define $X_{n}:=X+\left(s_{n}-\gamma\right) h+t_{n} e$, so that

$$
X+t e=X_{n}+\left(\gamma-s_{n}\right) h+\left(t-t_{n}\right) e .
$$

Observe that, if $X \in \hat{B}_{n}$, then $\left|\gamma-s_{n}\right|<\varepsilon_{n}$ and hence $X_{n} \in O_{f_{0}}$. Therefore, we have

$$
\begin{align*}
& \mathbb{P}\left(\exists t \in \mathbb{R}: X+t e \in \mathcal{V} \cap O_{f_{0}}\right) \leq \sum_{n \in \mathbb{N}} \mathbb{P}\left(\exists t \in\left(t_{n}-\varepsilon_{n}, t_{n}+\varepsilon_{n}\right): X \in \hat{B}_{n}, X+t e \in \mathcal{V}\right)  \tag{B.1}\\
& \leq \sum_{n \in \mathbb{N}} \mathbb{P}\left(\exists t \in(-\delta, \delta): X_{n} \in O_{f_{0}} ;\left|\gamma-s_{n}\right|<\delta ; X_{n}+\left(\gamma-s_{n}\right) h+t e \in \mathcal{V}\right) \\
& \quad \leq \sum_{n \in \mathbb{N}} \mathbb{E}\left(1_{O_{f_{0}}}\left(X_{n}\right) \int_{-\delta}^{\delta} \#\left(T\left(X_{n}, \delta, h\right) \cap\{s\} \times \mathbb{R}\right) \cdot \frac{e^{-\frac{\left(s+s_{n}\right)^{2}}{2}}}{\sqrt{2 \pi}} d s\right)=0 .
\end{align*}
$$

indeed, the hypothesis implies that if $f \in O_{f_{0}}$ and $|s|<\delta$, then $T(f, \delta, h) \cap\{s\} \times \mathbb{R}$ is empty for almost every $s \in(-\varepsilon, \varepsilon)$.

Proof of Theorem 5.12. Define for $\ell=1, \ldots, 5$ a subset $\mathcal{W}_{\ell} \subset E$ as follows:

$$
\mathcal{W}_{\ell}:=\left\{f \in E: C:=\mathrm{CZ}_{f} \neq \emptyset \text { and }(\ell) \text { is false }\right\} .
$$

The subset $\mathcal{W}_{1}$ is indeed the one that was defined above. To be precise, the subsets $\mathcal{W}_{2}, \mathcal{W}_{4} \subset E$ depend on $e$, while the others are well defined subsets of $E$. Even $\mathcal{W}_{5}$ is the same for all Gaussian measures with support $E$. We must prove that $\mathbb{P}\left\{\exists t \in \mathbb{R}: X+t e \in \cup_{\ell=1}^{5} \mathcal{W}_{\ell}\right\}=0$.

We already know by Theorem 5.10 that, almost surely, the curve $t \mapsto X+t e$ is transverse to $\mathcal{W}$, which means (as e pointed out in the discussion at the beginning of this appendix) that $\mathbb{P}\left\{\exists t \in \mathbb{R}: X+t e \in \mathcal{W}_{1} \cup \mathcal{W}_{2}\right\}=0$. Moreover observe that, by definition, $\mathcal{W}_{\ell} \subset \mathcal{W}$ for all $\ell$. So, we have $\mathcal{V}_{\ell}(e):=\mathcal{W}_{\ell} \backslash\left(W_{1} \cup \mathcal{W}_{2}\right), \mathcal{V}(e):=\mathcal{V}_{3}(e) \cup \mathcal{V}_{4}(e) \cup \mathcal{V}_{5}(e) \subset \mathcal{U}_{1} \backslash \mathcal{W}_{2}(e)$. To conclude, we must prove that

$$
\mathbb{P}\{\exists t \in \mathbb{R}: X+t e \in \mathcal{V}(e)\}=0
$$

We will apply Lemma B. 3 Let $f_{0} \in \mathcal{V}(e)$. Then, $\mathrm{CZ}_{f_{0}} \subset M$ is a non-empty finite subset and the conditions (1), (2) hold true. Assume that $\mathrm{CZ}_{f_{0}} \cap M^{\circ}=\left\{P_{1}\left(f_{0}\right), \ldots, P_{k}\left(f_{0}\right)\right\}$ and $\mathrm{CZ}_{f_{0}} \cap \partial M=\left\{y_{1}, \ldots, y_{h}\right\}$. For any elements $\underline{p}=\left(p_{1}, \ldots, p_{k}\right)$ of $M^{k}$, we denote $\delta_{\underline{p}} f:=$ $\left(f\left(p_{1}\right), \ldots, f\left(p_{k}\right)\right) \in \mathbb{R}^{k}$ and $d_{\underline{p}} f:=\left(d_{p_{1}} f, \ldots, d_{p_{k}} f\right) \in\left(T^{*} M\right)^{k}$. We will use analogous notations whenever we deal with tuples of points. Consider the function

$$
\begin{aligned}
\psi: E \times M^{k} \times(\partial M)^{h} & \rightarrow\left(T^{*} M\right)^{k} \times\left(T^{*} \partial M\right)^{h} \\
\psi(f, \underline{p}, \underline{q}) & :=\left(d_{\underline{p}} f,\left.d_{\underline{q}} f\right|_{\partial M}\right) .
\end{aligned}
$$

It is clear that $\psi$ is a $\mathcal{C}^{1}$ function in the Banach sense, where $E$ is naturally endowed with the $\mathcal{C}^{2}$ Banach structure. Let us compute the differential of $\psi$ at the point $\left(f_{0}, \underline{P}, Q\right)$ in the direction $(0, \underline{\dot{p}}, \underline{\dot{q}}) \in E \times\left(T_{\underline{P}} M\right)^{k} \times\left(T_{\underline{Q}} \partial M\right)^{h}$. Using the Levi-Civita connection, we can represent it as

$$
\left\langle d_{\left(f_{0}, \underline{P}, \underline{Q}, 0\right)} \psi,(0, \underline{\dot{p}}, \underline{\dot{q}}, 0)\right\rangle=\left(\operatorname{Hess}_{\underline{P}} f(\underline{\dot{p}}, \cdot),\left.\operatorname{Hess}_{\underline{\underline{Q}}} f\right|_{\partial M}(\underline{\dot{q}}, \cdot)\right) \in\left(T_{\underline{P}}^{*} M\right)^{k} \times\left(T_{\underline{Q}}^{*} \partial M\right)^{h} .
$$

By (1), the above linear map is surjective, so that by the Implicit Function Theorem, we have the following. There is a neighborhood $O \subset E$ of $f_{0}$ and a $\mathcal{C}^{1}$ function

$$
\begin{aligned}
(\underline{P}(\cdot), \underline{Q}(\cdot)): O & \rightarrow M^{k} \times \partial M^{h}, \quad \text { s.t. } \\
\psi^{-1}(\underline{0}) \cap\left(O \times M^{k} \times \partial M^{h}\right) & =\{(f, \underline{P}(f), \underline{Q}(f)): f \in O\} .
\end{aligned}
$$

In other words, every $f \in O$ has exactly one critical point in a neighborhood $B_{i}$ of $P_{i}\left(f_{0}\right)$ in $M^{\circ}$ and exactly one in an neighborhood $\partial B_{k+j}$ of $Q_{j}\left(f_{0}\right)$ in $\partial M$ and they are $P_{i}(f)$ and $Q_{j}(f)$, respectively, for every $i=1, \ldots, k$ and $j=1, \ldots, h$. However, each of them might or might not be a critical zero. Let $\underline{x}(f):=(\underline{P}(f), Q(f)) \in M^{k+h}$ and define $\phi_{a}: O \rightarrow \mathbb{R}$ such that $\phi_{a}(f):=f\left(x_{a}(f)\right)$, for $a \in\{1, \ldots, k+h\}$. Observe that if $f \in \mathcal{V}(e)$, then $f$ must have two or more critical zeroes. This means that

$$
\begin{array}{r}
\mathcal{V}(e) \cap O=\bigcup_{\ell=3,4,5} \bigcup_{1 \leq a<b \leq k+h} \mathcal{V}_{a, b}^{\ell}(O, e), \text { where } \\
\mathcal{V}_{a, b}^{\ell}(O, e):=\left\{f \in O: \phi_{a}(f)=\phi_{b}(f)=0 \text { and } C=\left\{x_{a}(f), x_{b}(f)\right\} \text { violates }(\ell)\right\}
\end{array}
$$

Now, we fix $a, b$ and focus our attention on $\mathcal{V}_{a, b}(O, e)=\cup_{\ell=3,4,5} \mathcal{V}_{a, b}^{\ell}(O, e)$. Assume that $f_{0} \in \mathcal{V}_{a, b}(O, e)$. We want to show the following claim:

Claim B.5. There exist $O_{f_{0}}$ small enough neighborhood of $f_{0}$ in $E, \delta>0$ and $h \in \mathcal{H}_{X}$ such that for all $f \in O_{f_{0}}$, the set below is finite:

$$
T(f, \delta, h):=\left\{(s, t) \in(-\delta, \delta)^{2}: f+s h+t e \in V_{a, b}(O, e)\right\}
$$

Notice that there are three cases: when $b \leq k, a \geq k+1$ and $a \leq k<b$. We start by considering the latter situation, corresponding to having both a critical zero $P(f):=x_{a}(f) \in$ $M^{\circ}$ in the interior and one $Q(f):=x_{b}(f) \in \partial M$ in the boundary. By construction, for every $f \in O$ and $\dot{f} \in E$ we have

$$
\begin{gathered}
0=\left\langle d_{f}\left(d_{P(f)} f\right), \dot{f}\right\rangle=\operatorname{Hess}_{P(f)} f\left(d_{f} P(\dot{f}), \cdot\right)+d_{P(f)} \dot{f} \\
0=\left\langle d_{f}\left(\left.d_{Q(f)} f\right|_{\partial M}\right), \dot{f}\right\rangle=\left.\operatorname{Hess}_{Q(f)} f\right|_{\partial M}\left(d_{f} Q(\dot{f}), \cdot\right)+\left.d_{Q(f)} \dot{f}\right|_{\partial M}
\end{gathered}
$$

Keeping in mind the above identities, we compute the first and second differentials of $\phi_{a}$ and $\phi_{b}$ at $f \in O$, along any curve $s \mapsto f(s) \in E$ such that $f(0)=f$.

$$
\begin{align*}
d_{f} \phi_{a}(\dot{f}) & =\left\langle d_{P(f)} f, d_{f} P(\dot{f})\right\rangle+\dot{f}(P(f))=\dot{f}(P(f)) \\
d_{f} \phi_{b}(\dot{f}) & =\left\langle\left. d_{Q(f)} f\right|_{\partial M}, d_{f} Q(\dot{f})\right\rangle+\dot{f}(Q(f))=\dot{f}(Q(f)) \tag{B.2}
\end{align*}
$$

From this we see that, $\phi_{a}$ and $\phi_{b}$ are of class $\mathcal{C}^{2}$ and

$$
\begin{align*}
& \operatorname{Hess}_{f} \phi_{a}\left(\dot{f}^{\otimes 2}\right)=\left\langle d_{P(f)} \dot{f}, d_{f} P(\dot{f})\right\rangle=\ddot{f}(P(f))-\left[\operatorname{Hess}_{P(f)} f\right]^{-1}\left(d_{P(f)} \dot{f}^{\otimes 2}\right)  \tag{B.3}\\
& \operatorname{Hess}_{f} \phi_{b}\left(\dot{f}^{\otimes 2}\right)=\left\langle d_{Q(f)} \dot{f}, d_{f} Q(\dot{f})\right\rangle=\ddot{f}(Q(f))-\left[\left.\operatorname{Hess}_{Q(f)} f\right|_{\partial M}\right]^{-1}\left(d_{Q(f)} \dot{f}_{\partial M}^{\otimes 2}\right)
\end{align*}
$$

Denote $p_{0}:=P\left(f_{0}\right) \in M^{\mathrm{o}}$ and $q_{0}=Q\left(f_{0}\right) \in \partial M$, that, we recall, are two of the critical zeroes of $f_{0}$. Let $O^{\prime} \times(-\varepsilon, \varepsilon) \subset E \times \mathbb{R}$ and be an open neighborhood of $\left(f_{0}, 0\right)$ such that $(f, t) \in O^{\prime} \times(-\varepsilon, \varepsilon) \Longrightarrow f+t e \in O$.

Since $\left.\frac{\partial \phi_{a}}{\partial t}\right|_{t=0}\left(f_{0}+t e\right)=e\left(p_{0}\right) \neq 0$, by (2), we can apply the Implicit Function Theorem to deduce that if we take $O^{\prime}$ and $\varepsilon>0$ small enough, there exists a $\mathcal{C}^{2}$ function $\tau: O^{\prime} \rightarrow(-\varepsilon, \varepsilon)$ such that $\phi_{a}^{-1}(0) \cap\left\{f+t e: f \in O^{\prime}, t \in(-\varepsilon, \varepsilon)\right\}=\left\{f+\tau(f) e: f \in O^{\prime}\right\}$. Define a real valued function $\varphi(f):=\phi_{b}(f+\tau(f) e)$, for all $f \in O^{\prime}$, then

$$
\begin{aligned}
T(f, \delta, h) & \subset\left\{(s, t) \in(\delta, \delta)^{2}: \phi_{a}(f+s h+t e)=0=\phi_{b}(f+s h+t e)\right\} \\
& =\left\{(s, \tau(f+s h)) \in(\delta, \delta)^{2}: \varphi(f+s h)=0\right\} .
\end{aligned}
$$

By construction, $\varphi$ is of class $\mathcal{C}^{2}$, hence, given any $h \in \mathcal{H}_{X}$, we have a Taylor expansion

$$
\varphi(f+s h)=\varphi(f)+d_{f} \varphi(h) s+\frac{1}{2} \operatorname{Hess}_{f} \varphi(h, h) s^{2}+o\left(s^{2}\right),
$$

uniformly for all $f \in O^{\prime}$ (after replacing $O^{\prime}$ with a smaller neighborhood, if needed), hence if Claim B. 5 doesn't hold, we must have that $\varphi\left(f_{0}\right)=d_{f_{0}} \varphi(h)=\operatorname{Hess}_{f_{0}} \varphi(h, h)=0$. We already know that $\varphi\left(f_{0}\right)=f_{0}\left(p_{0}\right)=0$ because $p_{0} \in \mathrm{CZ}_{f_{0}}$. By differentiating the identity $\phi_{a}\left(f_{0}+s h+\tau\left(f_{0}+s h\right) e\right)=0$ with respect to $s$, using the formulas Equation (B.2) and Equation (B.3), and denoting $\dot{\tau}=d_{f_{0}} \tau(h)$ and $\ddot{\tau}=\operatorname{Hess}_{f_{0}} \tau\left(h^{\otimes 2}\right)$, we get the following two identities:

$$
\begin{aligned}
& 0=h\left(p_{0}\right)+\dot{\tau} e\left(p_{0}\right) \\
& 0=e\left(p_{0}\right) \ddot{\tau}-\left[\operatorname{Hess}_{p_{0}} f\right]^{-1}\left(\left(d_{p_{0}} h+\dot{\tau} d_{p_{0}} e\right)^{\otimes 2}\right)
\end{aligned}
$$

Therefore, for all $h$ such that $h\left(p_{0}\right)=0$, the following two equations are satisfied:

$$
\begin{aligned}
d_{f_{0}} \varphi(h) & =h\left(q_{0}\right) \\
\operatorname{Hess}_{f_{0}} \varphi(h, h) & =e\left(q_{0}\right) \ddot{\tau}-\left[\left.\operatorname{Hess}_{q_{0}} f\right|_{\partial M}\right]^{-1}\left(\left(\left.d_{q_{0}} h\right|_{\partial M}\right)^{\otimes 2}\right),
\end{aligned}
$$

From $d_{f_{0}} \varphi(h)=0$ for all $h \in \mathcal{H}_{X}$, since also $e\left(q_{0}\right) \neq 0$ by (2), we conclude that $K:=\operatorname{ker}\left(\delta_{p_{0}}\right)=$ $\operatorname{ker}\left(\delta_{q_{0}}\right)$ as subspaces of $E$. From $\operatorname{Hess}_{f_{0}} \varphi(h, h)=0$, we obtain the following for all $h \in K$ :

$$
\begin{equation*}
\frac{1}{e\left(p_{0}\right)}\left[\operatorname{Hess}_{p_{0}} f\right]^{-1}\left(\left(d_{p_{0}} h\right)^{\otimes 2}\right)=\frac{1}{e\left(q_{0}\right)}\left[\left.\operatorname{Hess}_{q_{0}} f\right|_{\partial M}\right]^{-1}\left(\left(\left.d_{q_{0}} h\right|_{\partial M}\right)^{\otimes 2}\right) \tag{B.4}
\end{equation*}
$$

This is possible only if $\operatorname{ker}\left(d_{q_{0}} \mid{ }_{\partial M}\right) \cap \operatorname{ker}\left(\delta_{q_{0}}\right)=\operatorname{ker}\left(d_{p_{0}}\right) \cap \operatorname{ker}\left(\delta_{p_{0}}\right)$, but that is impossible because those spaces have different codimensions, due to the assumption that $j_{p}^{1} X$ is nondegenerate for every $p \in M$. This is the contradiction. So Claim B. 5 holds in the case $a \leq k<b$.

Let us consider the case $a<b \leq k$, thus $f_{0} \notin \mathcal{V}_{a, b}^{3}(O, e)$. Then $q_{0}=x_{b}(f) \in M^{0}$ is a critical point of $\left.f\right|_{M^{\circ}}$. Arguing exactly as in the previous case, we arrive in the end to deduce that $K:=\operatorname{ker}\left(\delta_{p_{0}}\right)=\operatorname{ker}\left(\delta_{q_{0}}\right)$ and that for every $h \in K$ the identity Equation (B.4) is replaced by

$$
\begin{equation*}
\frac{1}{e\left(p_{0}\right)}\left[\operatorname{Hess}_{p_{0}} f\right]^{-1}\left(\left(d_{p_{0}} h\right)^{\otimes 2}\right)=\frac{1}{e\left(q_{0}\right)}\left[\operatorname{Hess}_{q_{0}} f\right]^{-1}\left(\left(d_{q_{0}} h\right)^{\otimes 2}\right) \tag{B.5}
\end{equation*}
$$

Again, this implies that

$$
\operatorname{ker}\left(j_{p_{0}}^{1}\right)=\operatorname{ker}\left(d_{p_{0}}\right) \cap \operatorname{ker}\left(\delta_{p_{0}}\right)=\operatorname{ker}\left(d_{q_{0}}\right) \cap \operatorname{ker}\left(\delta_{q_{0}}\right)=\operatorname{ker}\left(j_{q_{0}}^{1}\right),
$$

that is equivalent to say that $j_{p_{0}}^{1} X$ and $j_{q_{0}}^{1} X$ are completely correlated random vectors, which means that $f_{0} \notin \mathcal{V}_{a, b}^{5}(e)$. Moreover, Equation (B.5) also implies that the two bilinear forms $\frac{1}{e\left(p_{0}\right)}\left[\operatorname{Hess}_{p_{0}} f\right]^{-1}$ and $\frac{1}{e\left(q_{0}\right)}\left[\operatorname{Hess}_{q_{0}} f\right]^{-1}$ have the same index, that is equivalent (by inverting the corresponding matrices) to say that (4) holds for $C=\left\{p_{0}, q_{0}\right\}$ and function $f_{0}$, thus $f_{0} \notin \mathcal{V}_{a, b}^{4}(e)$. We showed that $f_{0} \notin \mathcal{V}_{a, b}(e)=\cup_{\ell=3,4,5} \mathcal{V}_{a, b}^{\ell}(e)$, which is a contradiction since we started by assuming that $f_{0} \in \mathcal{V}_{a, b}(e)$. Thus, we proved Claim B. 5 in the case $a<b \leq k$. The case $k<a<b$ is completely analogous to the previous case, indeed we can apply the previous argument to $\left.X\right|_{\partial M}$ on the closed manifold $\partial M$. Finally, Claim B. 5 is proven.
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[^0]:    ${ }^{1}$ The number of zeros of an anti-symmetric function on $\mathbb{S}^{1}$, if zero is a regular value, must be of the form $2+4 n$, for some $n \in \mathbb{N}$.

[^1]:    ${ }^{2}$ For any $C \subset M$ closed subset, there exists $f \in \mathcal{C}^{\infty}(M)$ such that $C=f^{-1}(0)$. This result is generally attributed to Whitney, as a corollary of his celebrated Extension Theorem [84].

[^2]:    ${ }^{3}$ Then, $\pi^{-1}(p)$ is in bijection with $\left\{t: p \in f_{t}^{-1}(0)\right\}$.

[^3]:    ${ }^{4}$ By the spectral theorem, there exists an orthonormal basis of $g_{0}$, with respect to which the bilinear form $\frac{1}{2} \operatorname{Hess}(T)_{0}$ is diagonal. By rescaling the vectors of such basis, we obtain an orthogonal basis of $g_{0}$ with respect to which the bilinear form $\frac{1}{2} \operatorname{Hess}(T)_{0}$ is represented by the matrix $H$.

