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Inference-Time Rule Eraser: Distilling and
Removing Biased Rules to Mitigate Bias in
Deployed Models

Yi Zhang and Jitao Sang

Abstract—Machine learning models often make predictions based on biased features such as gender, race, and other social attributes,
posing significant fairness risks, especially in societal applications, such as hiring, banking, and criminal justice. Traditional approaches
to addressing this issue involve retraining or fine-tuning neural networks with fairness-aware optimization objectives. However, these
methods can be impractical due to significant computational resources, complex industrial tests, and the associated CO2 footprint.
Additionally, regular users aiming to use fair models often lack access to model parameters. In this paper, we introduce Inference-Time
Rule Eraser (Eraser), a novel method focused on removing biased decision-making rules during inference to address fairness
concerns without modifying model weights. We begin by establishing a theoretical foundation for modifying model outputs to eliminate
biased rules through Bayesian analysis. Next, we present a specific implementation of Eraser that involves two stages: (1) querying the
model to distill biased rules into a patched model, and (2) excluding these biased rules during inference. Extensive experiments
validate the effectiveness of our approach, showcasing its superior performance in addressing fairness concerns in Al systems.

Index Terms—Fairness Machine Learning, Model Rules Editing, Fairness Repair.

1 INTRODUCTION

RTIFICIAL intelligence (AI) systems have become in-
A creasingly prevalent in real-world and are even widely
deployed in many high-stakes applications such as face
recognition and recruitment. However, machine learning
models optimized to capture statistical properties of training
data may inadvertently learn social biases present in the
data. This can lead to unequal treatment of individuals
based on protected attributes such as gender and race [1],
[2], [3], [4]. For example, the popular COMPAS algorithm
for recidivism prediction exhibited bias against Black in-
mates and made unfair sentencing decisions [5]. Similarly,
Microsoft’s face recognition system showed gender bias in
classifying face attributes [6]. The prevalence of Al unfair-
ness has surged in recent years, emphasizing the need to
prioritize fairness alongside accuracy.

Mainstream solutions to fairness issues often involve
incorporating fairness-aware constraints into training algo-
rithms, such as fair contrastive learning [7] and adversarial
debiasing [8]. However, these approaches typically require
retraining or fine-tuning the deployed model, which can
be impractical in real-world scenarios due to substantial
computational costs and the associated CO2 footprint. Ad-
ditionally, machine learning models are often deployed as
black-box services, making it difficult for regular users and
third parties to access or modify the model’s parameters. Al-
ternative approaches, such as optimizing the transformation
function attached to the model output [9], [10], have been
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explored to debias models without retraining. However,
these methods rely on access to the protected attribute of
the test sample and often lead to undesirable accuracy re-
duction, posing challenges in real-world applications. Other
techniques [11]], [12] involve introducing additional pixel
perturbations using separate perturbation networks, but
this approach requires This approach requires the deployed
model to be a white box for training the perturbation net-
work.

Debiasing deployed black-box models remains a chal-
lenging and urgent issue in practical scenarios. In this paper,
we aim to address the problem of debiasing deployed mod-
els in practical scenarios, focusing on situations where only
the model’s output can be obtained. Ideal bias mitigation
for the deployed model should meet two objectives: (1)
eliminate the biased rule, which is unintentionally learned
due to biased training data, such as making predictions
based on protected attributes like gender or race and (2)
preserve the target rule, which aligns with the model’s
intended goals, such as predicting candidates’ suitability
based on their skills in a recruitment model. Hence here
come our research questions: Can we exclusively remove biased
rules in deployed models when we can only obtain the model’s
output? If so, why and how can we remove them?

We present the answer is “Yes”, by looking into model
unfairness from the perspective of Bayesian analysis. Specif-
ically, we initially employ Bayesian theory to separately
explain the conditional probability p(y|z) (i.e., the proba-
bility of the model prediction input z is y)) corresponding
to models containing mixed rules (both target and biased
rules) and models containing only target rules. Based on this
understanding, we then derive the theoretical foundation
of the proposed Inference-Time Rule Eraser (Eraser) for re-
moving biased rules: we need only to subtract the response
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of biased rules (i.e., p(y|b)) from the original output of
the deployed model to get the repaired fair decision. This
method of removing biased rules solely from model output
ensures that we do not need to access or modify the model
parameters.

Although the theoretical foundation of Eraser has indeed
provided a direction for debiasing deployed models, ob-
taining p(y|b), the response of biased rules in the model,
at the inference stage is challenging. This is primarily due
to our interaction with the model being limited to probing
its output, p(y|z), which is a mixed result of both target and
biased rules, rather than a pure bias rule. To address this
issue, we propose a specific implementation of the proposed
Eraser, which involves two stages: Distill and Remove,
as illustrated in Figure [1] The Distill stage is essentially
a preparatory phase for obtaining biased rules, while the
Remove stage involves the direct application of the remove
strategy from Rule Eraser during the inference process. In
the distill stage, we introduce rule distillation learning that
distills biased rules from a mix of multiple rules in the
model and imparts the distilled biased rules to an addi-
tional patch model. Specifically, we start by utilizing a small
amount of supervised data from a small holdout set. We
construct various contrastive pairs of samples and employ
the idea of causal intervention from causal analysis [13] to
distill the biased rules in the model based on the output
of these sample pairs (refer to Sec. for details). The
underlying mechanism of causal intervention is to eliminate
the confounding effect brought about by target rules. Since
obtaining p(y|b) by analyzing model outputs for different
sample pairs is unfeasible during the inference stage, as we
lack prior information about the test sample, we utilize an
additional small model, referred to as the patch model, to
learn the distilled biased rules. In the subsequent remove
stage, the patch model is capable of extracting p(y|b) for
unseen test samples. We then subtract the logarithmic value
of p(y|b) from the model’s logit output to obtain the final
unbiased result. The collaboration between the two stages,
facilitated by the patch model as an intermediary, enables
the debiasing of deployed models.

Inference-Time Rule Eraser, by removing model rules
from model output, accomplishes the debiasing of deployed
models. Extensive experimental evaluations demonstrate
that Eraser has superior debiasing performance for de-
ployed models, even outperforming those methods that
incorporate fairness constraints into the training algorithm
for retraining. Furthermore, While Eraser’s primary focus
is on fairness issues, its effectiveness in addressing general
bias concerns has also been validated. This highlights the
adaptability and practicality of Eraser in addressing prob-
lems instigated by spurious prediction rules.

The contributions of this paper are summarized as fol-
lows:

o We theoretically analyzed and verified the feasibility
of removing biased rules and retaining target rules
based on model output, without the need for access
to model parameters, to obtain unbiased results.
Then, our theoretical analysis led to the derivation
of Inference-Time Rule Eraser (Eraser), a straight-
forward yet effective method for eliminating biased
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Fig. 1. Illustration of the proposed Eraser. In the Distill stage, biased
rules are distilled and imparted to the patch model. In the Remove
stage, the bias response extracted by the patch model is removed from
the model output.

rules.

o We further propose Rule Distillation Learning, which
employs a small number of queries to distill biased
rules from a black-box model. These distilled biased
rules are stored in a patch model to capture the
responses of biased rules about test samples.

o To the best of our knowledge, we are the first in the
field of machine learning, not just limited to fairness,
to explicitly edit the predictive rules from the model
output without modifying the model parameters.

2 RELATED WORKS

This section provides an overview of the most relevant
research to our study, including fairness in machine learn-
ing, existing model rule editing approaches, and causal
intervention.

2.1 Fairness in Machine Learning

Fairness in machine learning (ML) has become a ma-
jor research focus. Methods for measuring bias, such as
Equalodds [10], have revealed that AI models can exhibit
societal bias towards specific demographic groups, includ-
ing gender and race [14], [15]]. Strategies to promote fairness
can be broadly classified into pre-processing, in-processing,
and post-processing methods [16], which correspond to in-
terventions on the training data, the training algorithm, and
the trained model, respectively. Among them, in-processing
has received the most research attention and has demon-
strated the most effective debiasing performance, while
post-processing methods have been the least studied.
Pre-processing methods are designed to modify the dis-
tribution of training data, making it difficult for the training
algorithm to establish a statistical correlation between bias
attributes and tasks [17], [18], [19]. For example, study [17]
suggests adjusting the distribution of training data to con-
struct unbiased training data. Another study [18] proposes
the generation of new samples to modify the distribution of
training data through data augmentation. These strategies
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aim to decouple the target variable in the training data
from the bias variable, thereby preventing the learning of
bias in the training of the target task. In-processing methods
focus on incorporating additional fairness-aware constraints
during ML training [7]], [8], [20], [21], [21]], [22]. For instance,
research [8] introduces adversarial fairness penalty terms,
which minimize the learning of features related to bias vari-
ables during the learning process of the target task, thereby
mitigating bias. Some studies [7], [20] propose fairness-
aware contrastive learning loss that brings samples with
different protected attributes closer in feature space, thereby
reducing differential treatment by the model. Despite their
effectiveness, these methods generally do not extend to
debiasing deployed models without retraining.

The field of post-processing is primarily concerned with
the calibration of pre-trained machine learning models to
ensure fairness [11], [12]. A common approach in this
area involves adjusting the predictions of models to align
with established fairness benchmarks [9], [10]]. For instance,
some methods modify model outputs directly to satisfy the
Equalodds standard by solving an optimization problem [9)]].
The study by Hardt et al. proposes the learning of distinct
classification thresholds for various groups or alterations in
output labels to fulfill fairness criteria [10]. However, these
techniques necessitate explicit bias labels during testing
as the thresholds and output transformation probabilities
are group-specific. An alternative approach [23] approxi-
mates the impact of fine-tuning models through optimizing
parameters added to the model. A study [24] suggests
modifying the weight of neurons, identified by causality-
based fault localization, to eliminate model bias. Another
study [25] employs reweighted features to fine-tune the last
layer of parameters, thereby reducing reliance on biased
features. However, these methods necessitate modifying
model parameters. In addition, [26] suggests adjusting
model predictions by identifying bias in model outputs and
modifying protected attributes accordingly, which aids in
achieving individual and group fairness standards on tab-
ular data. Nevertheless, this method requires altering pro-
tected attributes of test examples during testing, a task that
poses challenges for computer vision data. Recent research
introduces a pixel perturbation network that adds extra
pixel perturbations to the input image to minimize bias [11]],
[12]. However, this method requires additional access to the
model’s parameters to perform gradient backpropagation
for training the perturbation network.

Our approach diverges from existing post-processing
methods as we view the biased rules in the model as rules
that can be removed. We investigate a method for model
rule editing that relies solely on model output, without
requiring access to model parameters or any labels of test
samples. This novel approach allows us to systematically
and flexibly eliminate bias in black-box models.

2.2 Rule Editing

Rule Editing [27] provides a lightweight approach to mod-
ifying the rules or knowledge embedded in pre-trained
models, bypassing the need for full retraining. Existing
methods for Rule Editing can be broadly classified into three
categories: model fine-tuning, local parameter modification,
and structural expansion.

3

Model fine-tuning is a straightforward approach to rule
editing. It involves using data that complies with the desired
rules to fine-tune the model. For instance, some studies [28]
fine-tune pre-trained language models to correct inaccura-
cies in their knowledge, significantly reducing the compu-
tational costs compared to retraining. Other research [29]
suggests further reducing costs by adjusting eigenvalues
after performing singular value decomposition (SVD) on
the backbone network. Research [27] proposes generating
counterfactuals for erroneous rules in training data and
using them for fine-tuning to correct the model’s rules.
Local parameter modification [24], [30], [31] focuses on
adjusting specific model parameters related to the rules to
be edited. These methods first identify the relevant param-
eters by comparing neuron activation differences between
rule-aligned and rule-conflicting samples, then retrain these
parameters. In addition to fine-tuning the identified local
parameters, other research [32] proposes directly reversing
the neural activation encoded by the located parameters
without training. Structural expansion is another approach
to address model editing. Research [33]] leverages the prop-
erties of ReLU and proposes a theoretically guaranteed
repair technique.

However, these rule editing techniques require adjust-
ments to the structure or parameter weights of white-box
models, presenting challenges when editing rules in black-
box scenarios. In contrast, the Eraser method we propose
only requires modifying the model’s output to indirectly
edit its rules, providing a more flexible approach for black-
box models.

2.3 Causal Inference

Causal inference, as established by Pearl [13], has been
a cornerstone in various disciplines such as economics,
politics, and epidemiology for many years [34], [35], [36].
Recently, it has gained considerable interest within the ma-
chine learning community. Causal inference not only pro-
vides an interpretive framework that uncovers the inherent
causal relationships within models, but it also guides the
elimination of spurious associations, thereby revealing the
desired model effects through the pursuit of genuine causal
relationships. In recent years, causal inference has been
successfully applied to computer vision to eliminate con-
founding effects caused by dataset confounders in domain-
specific applications, such as visual question answering [37],
visual common sense reasoning [38], object grounding [39],
and long-tailed visual recognition [40]. Causal intervention,
a key aspect of causal inference, aims to sever the association
between parent and child nodes that may have a confound-
ing effect by intervening child nodes with external forces.
This practice is represented as do operation. However, not
all scenarios can use do operation to forcibly sever the
association between nodes. For instance, in medical exper-
iments, we cannot use a do operation to forcibly modify
patients into a population with certain diseases. Backdoor
adjustment [41] provides an indirect way to perform do
operations and is one of the most widely used implemen-
tations of causal intervention. For example, research [42],
[43] utilizes causal intervention to eliminate confounding
factors in small-sample classification and weakly supervised
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Fig. 2. The causal graph. (a) The generation process of data X. (b) The
inference process of the biased model, where input X produces output
Y. The red scissor symbolizes the causal intervention we impose.

segmentation. Other research [44] has employed causal in-
tervention to train feature extractors with common sense
knowledge. Unlike these existing works that apply causal
inference to guide training during the training stage, our
work applies causal inference to an already-trained black-
box model, to eliminate the influence of confounder (target)
rules in the model output and solely distill pure biased rules.

3 INFERENCE-TIME RULE ERASER

In this section, we take a close look at the deployed model
from the perspective of Bayesian inference, focusing on the
manifestation patterns of biased rules within the model out-
put. We then introduce Inference-Time Rule Eraser, a flexible
method conceived from an output probabilistic standpoint,
aimed at removing biased rules from the model’s output
without necessitating any alterations to the model parame-
ters.

3.1 Problem Formulation

The problem of debiasing deployed models can be for-
mally defined as follows: Given an already-trained de-
ployed model, denoted as M, with model parameters 6,
which has been trained on a large dataset Dy,. This model
My serves as a black-box machine learning service that
takes an input z € X and produces an output Mg(z).
The training dataset Dy and the model parameters £ are
inaccessible. To perform debiasing on My, we are provided
with a small-scale dataset called the calibration dataset
Dgs = {xiayiybi}izl:Na |DS‘ < |DL‘ Here x; € Xg denotes
the i'" input feature, y; € Y denotes its target label, b; € B
denotes its bias label, and |Dg| < |Dy| represents the size
of Dg is significantly smaller than the training set of the
deployed model Dy,. Under the premise of not modifying
the model parameters 6, the goal of debiasing for deployed
models is to achieve unbiased outputs that exclusively re-
spond to the target rules within the model My, devoid of
any influence from biased rules.

3.1.1 Bayesian Inference

The issue of fairness fundamentally involves two variables:
the target variable Y and the bias variable B. Both variables
shape the generation of data X, as demonstrated in Fig. 2(a).
For instance, image data x may contain both the target
feature x, (i.e., the feature representing the target variable
y) and the bias feature z; (i.e., the feature representing the
bias variable b, such as gender).

Fair machine learning models should base predictions
of y exclusively on the target feature x, of the input x.

4

However, the inherent nature of machine learning is to learn
all features that are beneficial for optimizing the likelihood
p(y|z). In the biased training dataset that has a high cor-
relation between the target variable and the bias variable,
i.e., the prior p(y|b) is imbalanced, machine learning models
often tend to make decisions based on bias features x;, of the
input z, which causes the model to be biased.

Bayesian Inference of Biased Models. In machine learn-
ing, we are generally interested in estimating the conditional
probability p(y|z). From a Bayesian perspective, the condi-
tional probability p(y|z) of biased models can be interpreted
as:

plzly = j,b)
p(xb)

where the conditional probability p(y|z) can be expressed
as p(y|z, b). This is because, although b is not directly fed
into the model, it can be regarded as an implicit input due
to its impact on the generation process of z, as illustrated
in Fig.2(a). The probabilities p(y|b) and p(x|b) represent the
unknown data distribution of the biased model’s training
set Dr.

Bayesian Inference of Fair Models. Fair machine learning
models, on the other hand, aim to rely solely on target fea-
tures x; strive to optimize the model towards a fair data dis-
tribution, denoted as p(x, y,b). This distribution maintains
a uniform correlation between y and b, i.e., p(y|b) = 1/k,
where k is the number of classes in the target variable.
This uniform correlation indicates that there is no statistical
association between y and b. For p(x,y,b), the conditional
probability of y given z, denoted as p(y = j|x), can be
decomposed using Bayesian interpretation:

p(y = jlz) = ply = jlz,b) = p(ylb), (1)

Py = jla) = ply = jlab) = Wﬁ( ),
Pylb) = 1/,

The reason p(y|b) = 1/k is because fair machine learning
aims to optimize towards a data distribution where the
target variable y and bias variable b are independent of each
other. These modeling requirements of fair machine learning
can be observed in fairness metrics such as Equalodds [10].
Assuming that all instances in the training dataset of the
biased model and the fair data distribution are generated
from the same process p(x|y,b), ie., p(x|y,b) = p(z|y,b),
there can still be a discrepancy between the training set of bi-
ased models and the fair data distribution due to differences
in the conditional distribution p(y|b) and evidence p(x|b).
This discrepancy in the two Bayesian interpretations reflects
the influence of the bias rule in the biased model. By elim-
inating the difference in the two Bayesian interpretations
while retaining the learning of biased models for p(z|y, b),
we can remove the biased rule from the biased model and
retain the target rule. To achieve this, we introduce the
Inference-Time Rule Eraser in the following section.

@)

3.2 Inference-Time Rule Eraser

In machine learning, the model’s inference for input sample
x is essentially an estimation of the conditional probability
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p(y|z). This conditional probability can be modeled as a
multinomial distribution ¢:

¢ = ¢}{y:1}¢;{y:2} . ¢;{y:k};
3)

el

k
bj = =& ; Z¢j =1
iz em j=1

where 1{-} denotes the indicator function. The Softmax
function maps the model’s class-j logits output, denoted as
74, to the conditional probability ¢;.

From a Bayesian inference perspective, ¢; can be inter-
preted according to the Bayes theorem as presented in Eq.
To distinguish between the outputs of biased models and
fair models, we use 7; and ¢; to represent the logit for
class-j and conditional probability p(y = j|z) for biased
models’ outputs, respectively. Similarly, we use 7); and czgj
to represent the logit for class-j and conditional probability
p(y = j|z) for fair models” outputs, respectively.

To remove bias rule and retain only the target rule in the
outputs, we introduce the Inference-Time Rule Eraser:

Theorem 1. (Inference-Time Rule Eraser) Assume ¢ to be the
conditional probability of the fair models that without bias rule,
with the form ¢; = ply = jlo) = ply = jlo) = 245D L,
and ¢ to be the conditional probability of the biased (depfoyed)
model that with bias rule, with the form ¢; = p(y = jlz) =

pllv=i) i If ¢ is expressed by the standard Softmax

Zf’:l i

p(z)
function of model output n), then ¢ can be expressed as
elog(é;)—log(p(y=jlb))

¢ = SF | elog(6)—log(p(y=ilb))

(4)

Proof. The conditional probability of a categorical distri-
bution can be parameterized as an exponential family. It
gives us a standard Softmax function as an inverse parameter

mapping:

e'li ~ eﬁj

b= Y= o ©)
T e Tk en
and also the canonical link function:
b5 . é;
n; = log ==, 1); = log = (6)
! ¢l~c ! ¢k

Given that all instances in the data distribution of biased
models and fair models are generated from the same process
p(zly,b), ie., p(xly,b) = p(x|y,b). Thus we can combine
Equ.[T]and Equ.

7 p(y = jb) p(x|b)
. ) ;
%3 =% Py =3lb) p(z|b) )
where p(y = jlb) = 1/K.
Subsequently, we apply Equ. [ﬂto Equ. @
i, = log ¢; - ply = j|b) - K - p(x|b) ®

¢3k - p(x[b)
Then, combining Eqn. and Eqn. , we have:

n;—log p(y=j|b)—log 25t

e eMi —log p(y=3b)

;= ; T =
Zijczl i —log p(y=ilb)—log k‘.’é(iﬁi)

Zle eni—log p(y=i|b)

©)

and since n; = log i—;

, we have:
R elog(#;)—log(Pr(y=j|b))
¢j = %

zi:1 Blog(d’i)*log(Pr(y:i‘b))

(10)

Theorem 1 (Inference-Time Rule Eraser) shows that
debiasing deployed models can be accomplished through
adjustments to the model output. It proposes that the in-
fluence of biased decision rules p(y|b) can be removed by
subtracting them in logarithmic (log) space from the model
outputs, enabling debiasing without requiring access to the
model parameters. While the Inference-Time Rule Eraser
indeed illuminated the path towards debiasing for deployed
models, deriving p(y|b) from the unknown training data
distribution of the deployed model presents a challenge due
to our lack of access to these data distributions. Essentially,
the deployed model is a parameterized representation of the
conditional probability p(y|z) in training data distribution.
Given that the bias feature about b is a component of z,
as illustrated by the generation process in Fig. 2(a), the
deployed model implicitly models p(y|b). The deployed
model’s ability to receive inputs and produce outputs offers
us a potential solution to this problem. In the following
section, we will explore how to obtain p(y|b) from the
deployed model and apply the Inference-Time Rule Eraser.

4 THE PROPOSED IMPLEMENTATION
4.1 Overview

The Inference-Time Rule Eraser mitigates bias in deployed
models by removing the bias rule p(y|b) from the log space
of the model’s output. However, obtaining p(y|b) from the
deployed model during inference is a challenge, which
is a prerequisite for the Inference-Time Rule Eraser. This
difficulty arises because the model’s behavior can only be
understood through its outputs for specific input queries,
which contain mixed rules rather than isolated biased rules
p(ylb).

To address this challenge, we propose a rule distillation
learning approach. This method involves extracting the bias
rule from the deployed model by leveraging concepts from
causal inference and learning it into a supplementary small
model called a patch model. This patch model can process
input test samples x to generate outputs reflecting pure
biased rules p(y|b). Consequently, as illustrated in Figure X,
the complete bias mitigation method consists of two stages,
both involving the patch model as an intermediary: (1) In
the preparation stage, rule distillation learning is applied
to extract pure biased rules from the deployed model and
transfer them to the patch model, as explained in Section
(2) In the bias rule removal stage, the trained patch
model provides p(y|b) to adjust the original outputs of test
samples, following the Inference-Time Rule Eraser method
to eliminate biased rules. This process will be introduced in

Sec. 43l

4.2 Rule Distillation learning

To obtain the response of the bias rule p(y|b) of the de-
ployed model for test samples, a straightforward idea is
to create an additional model that purely encapsulates the
bias rule of the deployed model and obtain its response for
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Fig. 3. The debiasing performance and the capability to uncover bias under different degrees of data balance («). Larger a indicates that the

training set is more balanced.

test samples. For this purpose, we suggest Rule Distillation
learning which aims to distill the bias rule from the de-
ployed model and learn it into a small-scale model, referred
to as a patch model. This patch model is designed to accept
test samples x as input and generate the bias rule response
p(y|b). We will elaborate on the distillation and learning
aspects of Rule Distillation learning in the following.

Rule Distillation We begin by visiting the causal relation-
ship between the input feature x € X and model output
y € Y within the deployed model. The causal graph of the
inference process of the deployed model is represented in
Figure XX(a), where the model’s output y € Y relies on
both features x, € Xy pertaining to target label y € ¥ and
features x;, € Xp associated with bias label b € B in input
x € X. Here, Xp — Y represents the contribution of bias
information to the target output p(y|z,), where p(y|xp) is
equivalent to p(y|b) because the deployed model’s use of
bias information b can only be through z;. For subsequent
bias removal, p(y|zp) is of interest. However, since x; acts
as a confounder creating the backdoor path (confounding
effect) x; — y to xp, — vy, our direct observation of the
deployed model’s output y is a blend of two paths rather
than purely the path z;, — v, i.e., p(y|xp).

We address this issue by providing only z; to the model
and not including z;, which interrupts the backdoor path
from z; to y. In particular, given the challenge of editing
samples in non-tabular data, we use contrasting sample
pairs to interpolate at the representation layer, simulating
the state of only supplying z; to the model. Our strategy
is driven by the intriguing observation made by recent
work showing that the features deep in a network are
usually linearized [45], [46]. As shown in Figure xx, taking
a target class number K=2 as an example, there exists a
semantic direction in the deep feature space, i.e., the model’s
representation layer h(-), such that moving a data sample
along this direction in the feature space results in a fea-
ture representation corresponding to another sample with
a different target label but the same bias label. As such,
we propose translating the sample’s representation h(z)

1. Below we use the terms p(y|b) and p(y|z}) interchangeably.

along this direction until the sample is no longer close to
any target class. The translated representation is denoted as
h(z), which is in a state of maximum uncertainty regarding
target class information and will only contain information
about xy.

Given that this direction is not known, we locate a
sample 2/ in the dataset for the sample x that shares the
same bias label but has a different target label. We then
calculate: ]

hzT) = g(h(x) + h(xr)
where h(T) does not lean towards any particular target class
and exhibits maximum uncertainty regarding the target
class. Similarly, this can be generalized to situations where
the target class number K;2:

h(T):%(h(x)—f— S )

zred(x)

1)

12)

where J(x) represents the contrastive set about = searched
from the Dg. There exist K — 1 samples in J(z), each of
which shares the same bias attribute as z, but has a different
target label from x, and the target labels of samples in J(z)
are also different from each other.

For deployed models My, p(y|xp) is the result of h(ZT)
after passing through the linear classifier f(-) stacked on
top of it and the softmax mapping;:

p(y[b)

= p(y|xs)

= softmaz(f(h(T)))

= softmaz(f( 1 (h(z)+ Z h(xr)))

zreJ(x)

:softma:c(%(f(h(x))—i— Z J(h(zr)))

zreJ(x)

(13)

=

Due to the canonical link function, Then:

plyles) = softmac(logMo(x) + 3 log(Mo(ar))
zreJ(x)
(14)
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Hence, we don't require access to the model parameters. By
just obtaining the model’s output for the sample = and its
contrast sample z/, we can derive p(y|xyp), i.e. p(y—b). We
formal this process as follows:

Proposition 1. Given a model Mg, a sample x, and a sample set
J(x), where | J(x)| = K—1.If forVa;, x; € J(z)Ux, x; and x;
have the same bias attributes but different target attributes, then
the bias rule in model My regarding to = can be approximately
computed as so ftmaz(4logMa (2)+2 e (x) log(Ma(a))).

Although our proposition appears heuristic, it is read-
ily proven by the theory of causal intervention. Causal
intervention [13] aims to eliminate the confusion caused
by confounding factors on the desired causal relationship.
In our problem, causal intervention is applicable for elimi-
nating confusion brought about by information X7 on the
causal relationship p(y|z,) between modeling z;, and y.
As depicted in causal graph 5.4(b), to remove the causal
relationship Xy — Y, the causal relationship Xgp — Y, ie.,
P(y|do(zp)) can be modeled by severing X — Xp using
the do operation based on causal intervention. Backdoor
adjustment, a specific method of do, deliberately forces Xp
to fairly incorporate every x;, subject to its prior p(x,) rather
than being subject to spurious correlation between z; and
xp, into Y’s prediction:

ply | do(xy)) = > py | zp, 2y)p()

Ty

(15)

Due to the NWGM linear approximation of softmax proved
in [47]:

p(y | do(xp)) = ply |z, Y 2y - p(xy)) (16)

where 1z, is a continuous variable, but we can discretize it
into k = k different values according to the target label,

and p(zy) = 1/K represents that it follows a normal
distribution:
o1
ply | do(xp)) = ply | ze, Y ay=" - %) 17)
i=1

where Zfil Jc?;j:i - = approximates the average of different
target features x, corresponding to different target classes
in Equ. Hence, Equ. [12| and the subsequent derivations
have taken the correct step.

Multiple Contrastive Samples However, modeling biased
rules by constructing sample pairs in Equ. (??) is not entirely
accurate. For instance, the bias feature x;, of the observed
sample x and the bias feature z; of the contrastive sample
x/ differ significantly. Furthermore, the conspicuousness of
the target feature (whether it is easily distinguishable) is
inconsistent. These discrepancies result in the introduction
of noise in the biased rules that the patch model learns via
Equ (??).

A natural solution to this issue is to observe multiple
contrastive samples instead of single ones:

7
pyley) =
softmax(%(log./\/lg(m)—l—
u 1
Yoo > log(Ms(,)))
ity [Su=ib=b] Cs€Sy—i bty
(18)

where ¥, and b,, denote the target label and bias label of the
sample x, respectively, and Sy—; y—p, represents the subset
of samples that have a target label of i and a bias label of
b,. By observing a sample set Sy—; ,—p, for each target class,
this avoids the noise brought about by merely observing a
single sample in Equ.x.

Rule Learning The rule distillation method outlined in
the preceding section necessitates the availability of sample
label information. However, this information is not accessi-
ble for test samples during the application phase. To obtain
biased rules about the test sample during the application
phase without any label knowledge about the test sample,
we propose the use of an additional patch model, which we
refer to as the patch mode, Py, to store the biased rules
p(ylxp) that we have distilled from the deployed model.
This enables Py to directly provide the biased rules for the
test sample during the application phase.

Using the small-scale dataset Dg that is used for rule re-
moval, we employ the biased rules p(y|zp) about x, distilled
from the deployed model, as soft labels. Then, we minimize
the KL distance D, between the output of the patch model
and soft labels to store biased rules into patch models:

Py = argminD 1, (Po () || p (y|do(21)))

Po

(19)

Group-wise Normalization In the training process of
the patch model, each sample possesses its distinct soft
labels. Given the small scale of the dataset DS, samples
with similar features of interest may have varying soft
labels, potentially disrupting the stability of the patch model
training. To alleviate this instability, we introduce Group-
wise Normalization as follows:

P = ar%minDKL (779(33) | |*CIT,| > p(y|d0($§))> (20)

z9€G

where G denotes the set of samples that have the same
target label and bias label as . By averaging the original soft
labels of the samples in the set G as the final soft label, we
normalize the optimization objective of similar samples for
the learning of the patch model. On an experimental basis,
we demonstrate that the proposed normalization mitigates
the instability of the patch model.

4.3 Rule Removing

Our ultimate goal is to obviate the use of biased rules
during model inference. As discussed in the previous sec-
tion, the patch model has learned the biased rules, P(y|xb),
distilled from the deployed black-box model. Consequently,
the patch model’s response to the input sample x, Py(x),
can take the place of Pr(y|zb) in the Fair Bayesian Repair
formula (5.10), as depicted in Figure 5.3.
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During the testing stage, we utilize the output from the
patch model to rectify the bias present in the deployed
black-box model:

el09(¢j)_lOg(P"'putch(tzj‘x))

P repair =7 =
Trepair(Y = J|T) Zf:lelog(¢i)flog(779(w))

21

where Pryepqir(y = jlz) is the final fair output, adjusted
from the original output of the biased black box model. ¢ is
the original probabilistic output of the black box model, and
Py (z) is the probabilistic output of the patch model.

As elucidated by the above equation, the proposed debi-
asing method for deployed models negates the need for any
modification to the parameters of the deployed model. Dur-
ing the testing phase, it merely necessitates the subtraction
of the patch model’s output from the probabilistic output of
the original black box model, within the log space.

5 EXPERIENCE

This section presents the experimental results of RuleEraser.
We begin by introducing the setup, which includes the
evaluation metrics, 8 datasets, baseline methods for compar-
ison, and implementation details. Following this, we present
results on existing datasets and our ImageNet-B, which is
built based on the industrial-scale dataset, ImageNet [48].
While our experiments are primarily focused on vision
tasks, we stress that the core concept and methodology
are not limited to them and can efficiently debiasing in
structured datasets. Furthermore, we extensively analyze
the robustness of our method to the data volume of repair
data and model structure, along with an ablation study.
Finally, we explore the general bias removal capability of
our method, using backdoor elimination as a case study.

5.1 Setup
5.1.1 Points of comparison

In experience, we aim to answer two main questions:
(1) How does the performance of models, corrected by
RuleEraser, compare with other methods? (2) How does
the fairness of these models? To answer the first question,
we divide the test set into different groups based on target
attributes and biased attributes, and test accuracy on each
group, and then report the average group accuracy and the
worst group accuracy. To answer the second question, we
examine whether the model predictions meet the fairness
criterion Equalodds, which measures the changes in model
predictions when the biased attributes shift. For example, in
blonde (T=0) and non-blonde (T=1) hair color recognition,
EqualOdds measures gender bias as follows:

1
m Z |ACCgroup(T:t,B:b0) - ACCgroup(T:t,B:b1)| (22)
t
where T denotes target labels, B denotes bias attributes
such as male (b°) and female (b'). AcCyroup(T—t,3=10) Tepre-
sents the accuracy of the group T = t, B = 1° in the test
set.

5.1.2 Datasets

We evaluate our method against the baselines across 7 dif-
ferent datasets to ensure comprehensive coverage of various
debiasing tasks. Seven of these datasets have been proposed
in previous research and include both visual and tabular
data. However, given the lack of datasets related to multi-
class problems in industrial-scale data, we have additionally
constructed ImageNet-B to test the debiasing performance.

CelebA [49] is a large-scale face image recognition
dataset comprising 200,000 images, containing 40 attributes
for each image, of which Gender is the bias attribute that
should be prevented from being uesed for prediction. We
chose Attractive, Bignose, and Blonde as target attributes
for three recognition tasks to verify our gender debiasing
effect, as they exhibit the highest Pearson correlation with
gender. UTKface [50] is a dataset that contains around 20k
facial images annotated with ethnicity, gender, and age.
It is used to validate ethnicity debiasing performance by
constructing a biased training set with gender and age as
target attributes. Although fairness research typically fo-
cuses on binary classification tasks, multi-class scenarios are
more practical. Therefore, we also used multi-class dataset
Colored-MNIST [51] to evaluate debiasing. Colored-MNIST
is a dataset of handwritten digits (0-9) with different back-
ground colors, where each digit has a strong correlation
with the background color. Debiasing aims to eliminate the
spurious dependency on background color information in
the digit recognition task. Considering the simplicity of the
patterns in Colored-MNIST, we constructed an industrial-
scale biased dataset, ImageNet-B(ias), based on the Ima-
geNet [48] to validate debiasing performance on complex
data. The details of ImageNet-B will be elucidated later. In
addition, we are interested in investigating the debiasing
effect of our method when multiple biases coexist. The
UrbanCar dataset [52] presents a unique opportunity as it
encompasses two bias attributes: background (bg) and co-
occurring object (co-obj), with the target attribute being the
type of car urban, country. This dataset was constructed
by segmenting and subsequently recombining images from
three distinct datasets: Stanford Cars [53] for car images,
Places [54] for background images, and LVIS [55] for images
of co-occurring objects.

In addition to the aforementioned visual datasets,
we also evaluated debiasing techniques on two struc-
tured/tabular datasets, namely LSAC [56] and COM-
PAS [57], both of which are extensively utilized in fairness
literature. Specifically, we examined the performance of race
debiasing in the context of law school admission prediction
for LSAC, and in recidivism prediction for COMPAS.

The construction details of the ImageNet-B(ias) dataset.
Since there exists no off-the-shelf industrial-scale dataset
specially designed to analyze the debiasing performance
in multi-classification tasks, we propose ImageNet-B(ias),
a dataset to facilitate the study of debiasing in complex
tasks. Specifically, we utilize ten types of natural noise
patterns [58] as bias attributes, including fog, snow, and
brightness, among others. We then group semantically sim-
ilar classes from ImageNet into ten super-classes, derived
from WordNet [59], to serve as target attributes. Finally, 95%
of images from each super-class are assigned a a specific
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Fig. 4. Tllustration of majority (95%) samples in ten superclasses in
ImageNet-B(ias) dataset.

type of natural noises, while the remaining 5% of images
are randomly assigned one of the other nine types of noises.
As a result, each super-class demonstrates a strong correla-
tion with a specific type of natural noise, as illustrated in
Figure[d For instance, the majority of samples in the super-
class of cats predominantly exhibit frost noise.

5.1.3 Baselines

To evaluate the effectiveness of Eraser in debiasing for
deployed models, we examined its performance on a range
of deployed models with different extents of unfairness.
We trained three types of models to serve as the deployed
models: the vanilla model, the fair model, and the unfair
model. Specifically, (1) The vanilla model was trained using
cross-entropy loss without the application of any debiasing
technique. (2) The fair model was developed by integrat-
ing a constraint about fairness into the model optimiza-
tion objective. There are two typical methods: AdvDebias,
which incorporates fairness-related adversarial regulariza-
tion terms in the loss function ; and ConDebias, which
leverages contrastive learning to eradicate bias attribute
information from the representation [7], [51]]. (3) The un-
fair model was trained to have the classification ability
of both target attributes and bias attributes via multi-task
learning , thereby further extracting bias features. Fur-
thermore, if we do not consider the specific conditions and
resources available during the debiasing process, there are
also some methods for debiasing after model training. How-
ever, these methods necessitate access to bias labels of test
samples or model parameters, requirements not needed by
our method. We compared our method with these methods
under laboratory conditions, i.e., all conditions required by
these methods are met, such as model parameters can be
modified. These methods include: (1) Equalodds: Solving a
linear program to find probabilities with which to change
output labels to optimize equalized odds [10], (2) CalE-
qualodds: Optimizing over calibrated classifier score out-
puts to find probabilities with which to change output labels
with an equalized odds objective [9], (3) FAAP: Applying
perturbations to input images to pollute bias information
in the images [11]], (4) Repro: Adding learnable padding to
all images to optimize the model output to satisfy fairness
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metrics [12], (5) CARE: Modifying the weight of neurons,
identified by causality-based fault localization, to eliminate
model bias [24], (6) DFR: Employing reweighted features
to fine-tune the last layer of parameters to eliminate the
reliance on biased features [25]. Among these, Equalodds
and CalEqualodds require known bias labels of test samples.
FAAP and Repro need to obtain the model’s gradients by
accessing the model’s parameters. CARE and DFR need to
modify the weight of partial parameters in the model.

5.1.4 Implementation details

To investigate the debiasing effect on the deployed models,
we initially pre-train deployed models. For each target task,
we employ four methods (as detailed in Sec. to train
the deployed models, leveraging 60% of the data from each
respective dataset. The backbone of the models is set by
default as ResNet-34 [61]. To demonstrate the robustness of
our method to the architecture of deployed models, we also
employ the ViT-B/32 Transformer as the backbone. The
remaining 20% of the data in each dataset is then used for
learning how to debias, such as training the patch model in
our method. Subsequently, the remaining 20% of the data in
each dataset is utilized for learning how to debias, such as
training the patch model in our method. To be as lightweight
as possible, our patch model selects the smaller ResNet-
18 as its backbone. Finally, the last 20% of the dataset is
used for testing.

5.2 Quantitative Results
5.2.1 Main Debiasing performance

Table [T presents the quantitative results, including accuracy
and model bias, of deployed models before and after being
embedded with the proposed Eraser on four datasets. For
the CelebA dataset, we utilize three commonly used tar-
get tasks (refer to Table to for gender debiasing
evaluation. For the UTKFace dataset, we evaluate ethnicity
debiasing (see Table . For multi-class datasets, namely
C-MNIST and our constructed ImageNet-B, we examined
background color debiasing and natural noise debiasing
respectively (refer to Table and [I()).

For the CelebA and UTKFace datasets, two types of fair
training (AdvDebias and ConDebias) can yield a model
that is fairer than the Vanilla model, i.e., lower model
bias (Equalodds), due to the incorporation of fairness con-
straints. Not surprisingly, unfair training results in a model
that is less fair than the Vanilla. For all four types of
models, after applying our method, they consistently show
a significant improvement in fairness (reduction in model
bias) and an increase in accuracy. The main observations
include: (1) For the Vanilla models, after applying our
method, the model bias is reduced by more than 70%, reach-
ing up to 89% at most. For example, in the Attractive
task, the model bias is reduced from 20.92 to 2.30. Ac-
companied by the reduction in model bias, average and
worst group accuracy also increase, from 76.85 to 78.76 and
from 66.20 to 75.73, respectively. (2) For the two types of
fair models, AdvDebias and ConDebias, our method can
further improve the fairness and accuracy of these models.
For example, for the AdvDebias models in Blonde task,
our method still improves fairness (model bias reduction
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from 11.12 to 5.35) and improves accuracy (from 85.07 to
90.31 and from 61.72 to 85.34 in average and worst group
accuracy, respectively). This indicates that our method is
compatible with the fairness constraints in training. (3) For
unfair model, Eraser can significantly improve its fairness
and accuracy. For instance, in the BigNose task, Eraser can
decrease model bias to 3.34, while improving average group
accuracy to 72.92. (4) Also, given that our method is limited
to not modifying model parameters, debiasing during train-
ing is more straightforward than our method. However, a
comparison of our method versus debiasing during training
in Table [1| reveals that a vanilla model integrated with our
method can achieve almost superior fairness and accuracy
performance than a model that underwent fair training (e.g.,
Vanilla model+FAAP has even better accuracy and model
bias than Fair model (AdvDebias and ConDebias) in [I(a)).
This comparison further demonstrates the potential of our
method.

For the multi-class datasets, C-MNIST and our con-
structed ImageNet-B, we present the debiasing performance
in Table and Table respectively. Similar observa-
tions to CelebA and UTKface can be obtained. After the
application of our method, four diverse types of deployed
models consistently show significant improvements in both
accuracy and fairness. This suggests that our method is not
confined to binary tasks, which are the current focus of
fairness research, but is applicable to more complex multi-
class tasks. Furthermore, the debiasing performance on
ImageNet-B also attests to the applicability of our method
to datasets of industrial magnitude.

5.2.2 Results on structured data.

To demonstrate the versatility of our proposed method,
we extended our experimentation beyond image data to
include structured datasets. Table 2| showcases the debi-
asing performance on two structured datasets, LSAC and
COMPAS, both of which are extensively utilized in fairness
studies. By integrating our Eraser with the vanilla model,
we consistently achieved a marked increase in fairness and
accuracy on both datasets. For example, on LSAC dataset,
the model bias is reduced from 20.92 to 2.30. Accompanied
by the reduction in model bias, average and worst group
accuracy increase from 64.44 to 69.01 and from 19.02 to
57.04, respectively. In addition, our method performs con-
sistently on structured datasets with its performance on
image datasets, is also compatible with the fair model and
can further enhance its fairness and accuracy. Moreover, in
line with previous observations, the performance of vanilla
model when combined with our method surpasses that of
standalone fair models, highlighting the remarkable debias-
ing capability of our method. These findings on structured
datasets indicate that our method is not limited to specific
data types or patterns, but is broadly applicable to both
images and structured data.

5.2.3 Debiasing with multiple biases.

In the realm of machine learning, it is not uncommon for
multiple biases to be present in the training data of deployed
models. These biases often find their way into the deployed
model, leading to biased predictions. We performed exper-
iments to gauge the effectiveness of our method in simul-
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Fig. 5. Grad-CAM results of the deployed model and two patch models
on UrbanCars dataset.

taneously eliminating multiple biases in a single deployed
model. We conducted experiments on the Urbancars dataset,
which concurrently exhibits both background (BG) bias and
co-occurring object (Co-obj) bias. Initially, we pre-trained
the deployed model on the Urbancars dataset using four
different training methods. Subsequently, for each deployed
model, our method trains two patch models, patch-BG and
patch-Co-obj, to counteract the BG and Co-obj biases in the
deployed model, respectively. To mitigate multiple biases,
we merge the two patch models to debias at the same time,
referred to as Eraser pG + o-obj. The final output after debiasing
can be formalized as:

el09(¢j ) 7l09(Prpatch—BG(t:j‘z))7l09(Prpatch—Co—obj (t:] |$))

Zle el09(¢i) —log(Pryacnbc (t=i|2)) —log (PTpatch-co-obj (t=1|2)) 3)
where the symbols have the same meaning as in Equ
As indicated in Table 3, when Eraserpg + co-obj is used to
mitigate the two biases, both biases decreases markedly. For
example, for the vanilla model, BG bias reduction from 32.07
to 4.84 and Co-obj bias reduction from 28.01 to 3.25. This
suggests that our method can be stacked to reduce multiple
biases, making it more suitable for more complex multi-bias
scenarios.

5.3 AQualitative Evaluation

In our quest to provide a comprehensive understanding
of our method, we incorporate the model explanation
approach Grad-CAM to illustrate our learned patch
model successfully captures the bias present in the deployed
model. This is a crucial aspect as it directly influences the
efficiency of bias removal from the deployed model using
the patch model. For a more granular analysis, we chose the
UrbanCars dataset, which is known to contain both types of
biases. In Fig. |8} we present attention maps of the deployed
model and two patch models, which are designed to capture
background (BG) bias and co-occurring object (Co-obj) bias,
respectively. It is evident that the deployed model’s focus
extends beyond the areas containing cars to include the BG
and Co-obj (e.g., traffic signs) areas. The two patch models
we trained are focused on the BG and Co-obj areas in the
image, respectively, as anticipated. This indicates that the
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TABLE 1
Results of deployed models before and after integration with the proposed Eraser on CelebA (Table to[1(c)), UTKFace (Table[1(d)), C-MNIST
( Table and ImangeNet-B (Table . For target task performance, we report average group accuracy (in %, 1) and Worst group accuracy (in
%, 1). For model bias, we report Equalodds (in %, ).

. Average Worst Model
CelebA, BigNose ACC } ACC 1 Bias |
Vanilla model 69.48+02  36.45+06  23.26+03
Vanilla model + Eraser 75.14+02  71.52+05  3.72+02
Fair model (AdvDebias)  68.41+0s4  36.21+0s  12.59+05
Fair model + Eraser 72.93+04  60.12+05  4.59+04
Fair model (ConDebias) 7296402  53.04+06  8.59+05
Fair model + Eraser 75.52+04  72.54+05  6.01+04
Unfair model 69.89+10  42.20+17  20.70+14
Unfair model + Eraser 72.92+07  66.85+10  3.34+07

(a) Results on CelebA when the target label is BigNose

Average = Worst Model
CelebA, Blonde ACC } ACC 1 Bias |
Vanilla model 82.39+03  46.13+07  22.06+06
Vanilla model + Eraser 91.54+03  85.64+05  6.24+03
Fair model (AdvDebias)  85.07+05  61.72+09  11.12+06
Fair model + Eraser 90.31+05  85.34+07 5.35+07
Fair model (ConDebias) 8246403  55.05+07 13.63+o04
Fair model + Eraser 90.46+02  80.33+06  5.94+03
Unfair model 80.45+13  38.93+14 25.51+13
Unfair model + Eraser 92.21+07  88.35+08  4.71+0s

(b) Results on CelebA when the target label is Blonde

. Average Worst Model
CelebA, Attractive ACC } ACC 1 Bias |
Vanilla model 76.85+04  66.20+07  20.92+04
Vanilla model + Eraser 78.76+04  75.73+06  2.30+04
Fair model (AdvDebias)  80.25+07  74.13+13  7.01+09
Fair model + Eraser 80.33+05  76.24+07  5.92+07
Fair model (ConDebias)  78.82+0s8  72.00+09  11.70+0s
Fair model + Eraser 79.78+05  76.23+07  1.45+05
Unfair model 76.45+10  64.74+13  20.13+1a
Unfair model + Eraser 78.28+06  77.43+07  1.01+tose

(c) Results on CelebA when the target label is Attractive

patch model precisely replicates the bias in the deployed
model, which substantiates why our method can efficiently
eradicate bias without a corresponding decrease in accuracy.

5.4 Comparison Under Laboratory Conditions

There exist additional post-training debiasing techniques
that, regrettably, require either access to bias labels of test
samples or model parameters. This requisite poses a signif-
icant constraint in practical, real-world scenarios. To offer
a more comprehensive evaluation of our method, we com-
pared our method with these methods in a controlled labo-
ratory setting, i.e., all conditions required by these methods
are met. Table [4] presents the quantitative results on image
data, where Vanilla represents the deployed model requir-
ing debiasing. Our proposed method exhibits outstanding

Average  Worst Model
UTKFace ACCT ACCtT  Biasl
Vanilla model 86.59+04  72.61+04  18.28+03
Vanilla model + Eraser 90.09+03  85.03+04  5.40-+03
Fair model (AdvDebias)  87.91+12  75.62+19  10.82+15
Fair model + Eraser 88.85+10  86.03+14 4.36+1.1
Fair model (ConDebias) 86.23+10  76.45+15 10.57+13
Fair model + Eraser 88.64+06  85.36+0s 6.20+06
Unfair model 84.41+07 7041411  22.14+0s8
Unfair model + Eraser 88.03+05  82.45+09  3.05+0s6

(d) Results on UTK-face with ethnicity as the bias attribute

Average  Worst Model
C-MNIST ACCT ACCtT  Bias/
Vanilla model 77.90+03 1291421 14.46+13
Vanilla model + Eraser 95.88+03  76.35+13  2.50+03
Fair model (AdvDebias)  94.35+03  19.54+17  3.79+tos
Fair model + Eraser 96.58+04  74.95+11 2.38+03
Fair model (ConDebias)  96.32+04  89.12420  2.08+07
Fair model + Eraser 96.45+03  89.88+14 1.77+03
Unfair model 73.65+09  11.90+22  18.65+14
Unfair model + Eraser 94.86+04  57.08+0s  3.20+03

(e) Results on Colored-MNIST with background color as the bias attribute

Average Worst Model
ImageNet-B ACC? ACCt  Bias.
Vanilla model 61.244+03  26.01+09  13.84+04
Vanilla model + Eraser 75.33+03  49.63+05  6.47+03
Fair model (AdvDebias)  64.51+06  29.38+0s8  10.62+04
Fair model + Eraser 68.48+02  43.79+05  6.54+02
Fair model (ConDebias)  63.26+04  28.03+10  10.27+07
Fair model + Eraser 67.68+03  42.05+07  6.96+04
UnFair model 56.34+04  18.02+11  15.24+03
UnFair model + Eraser 71.82+05  46.87+06 6.83+03

(f) Results on ImageNet-B with natural noise as the bias attribute

performance in terms of both fairness and accuracy across
all six tasks. Take the Attractive recognition task as an
example. The vanilla models exhibit substantial fairness
issues (model bias = 20.92), with the average group accuracy
being a mere 76.82. However, our proposed Eraser method
significantly reduces the model bias to 2.30 and enhances the
worst group accuracy to 78.76. Various debiasing techniques
exhibit varying degrees of effectiveness in bias alleviation.
Different debiasing techniques show varying degrees of
effectiveness in bias mitigation. The Equalodds method
slightly outperforms our method in terms of fairness (model
bias of Equalodds is 1.06 in the Attractive task) but
significantly falls behind in average group accuracy (71.74
for Equalodds versus 78.76 for our method). Moreover, the
Equalodds model is only applicable to binary classification
tasks and is not suitable for multi-classification scenarios.
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TABLE 2
Results of deployed models, both before and after integration with the proposed Eraser, on structured datasets LSAC and COMPAS.

LSAC COMPAS

Method Average Worst Model Average Worst Model

ACCT  ACCt Bias | ACCT  ACC?H Bias |
Vanilla model 64.44 +o5  19.02 +13  26.48 +os 62.35 +o6 4547 +15  19.45 to9
Vanilla model+Eraser 69.01 +06 57.04 09  4.11 +o07 63.59 +04  58.43 +06  2.03 +05
Fair model (AdvDebias) 65.73 +09  46.35 +17  10.59 +13 5449 +tos 41.72 16 14.78 +12
Fair model+Eraser 69.31 +o6  58.61 +10  4.23 +o7 59.45 +o4  58.32 +09  2.87 +os6
Fair model (ConDebias) 64.51 12 43.82 +16  12.31 +13 59.98 +0s 4045 +14 428 +12
Fair model+Eraser 68.66 +06 56.81 +07  3.80 +0s6 62.97 +06  58.31 +07  2.65 +06
Unfair model 63.60 +14  17.01 423 29.98 +19 61.38 +12 31.30 +20  38.07 +15
Unfair model+Eraser 66.75 +07  60.92 +08  4.96 +o7 62.92 +o7  61.82 +09  2.01 +os

TABLE 3

Debiasing results for multi-biases on UrbanCars dataset. We report background (BG) bias, co-occurring object (Co-obj) bias, and the average of
BG bias and Co-obj bias.

Method Accuracy Model Bias
Average ACCT Worst ACCT | BG Bias| Co-obj Bias| Avg Bias|

Vanilla model 77.27 +os 28.05 +14 32.07 +13 28.01 +22 30.04 +16

Vanilla model + Eraserpg + co-obj 86.63 +0.7 77.82 +11 4.84 +12 3.25 +09 4.05 +o06

Fair model (AdvDebias) 82.13 +13 62.42 125 19.36 +17 10.77 +19 15.06 +18

Car Fair model + Erasersg + co-obj 86.44 +o09 76.56 +2.1 4.70 +o6 3.12 +o7 3.91 +o07
Object  Fair model (ConDebias) 84.74 111 67.25 134 20.64 15 8.56 16 14.6 17

Fair model + Eraser g + Co-obj 87.39 +o7 77.62 +12 5.02 +14 4.64 +o0s 4.83 +12

Unfair model 75.26 +16 17.62 +31 33.67 +1.1 38.45 +29 36.06 +19

Unfair model + Eraserpg + co-obj 85.40 +o09 67.26 +13 1.20 +14 4.38 +o03 2.79 +09
The debiasing capabilities of CARE and DFR are task- Vanilla accuracy 0 Vanilla accuracy
dependent. They show limited debiasing performance in e e e e »
the Attractive and BigNose tasks. This could be because 575 208 o0 20
the target features and bias features in the deployed model {E / o ppeeracuraey g g T ey 152
for these tasks are more entangled, making it impossible g, 102 S 0%
to achieve debiasing by modifying some parameters. In \ \-—.\W .
summary, while our method eliminates the need for addi-

tional laboratory conditions, it still achieves state-of-the-art
performance when compared to other methods.

5.5 Analysis and discussion

Applicability for scenarios with only little data. We
further investigated the relationship between the amount
of data used to train the patch model and the debiasing
effect. By merely adjusting the volume of training data for
the patch model, the size ratio between the training set of
the patch model and the training set of the deployed model
was adjusted within a range from 1/1000 to 1/5. A smaller
size ratio indicates a smaller amount of data used to train
the patch model. For instance, when the size ratio is 1/1000,
the data volume is only 160 images. It's worth noting that
there is no overlapping data between the training set of the
patch model and the deployed model.

Figure 6 displays the debiasing results at different size
ratios. Our method exhibits significant debiasing perfor-
mance at different size ratios. For example, even when the
size ratio is 1/1000, we still achieved a 20% reduction in
bias. Furthermore, the larger the amount of data used to

70 0
0.001 0.040 0.080 0.120 0.160 0.200
Ratio of Size

65 0
0.001 0.040 0.080 0.120 0.160 0.200
Ratio of Size

Fig. 6. Debiasing performance when using different sizes of data.

train the patch model (the larger the size ratio), the better the
debiasing performance. However, this trend is very weak.
For instance, the model bias only differs by 1.3, and the
accuracy only differs by 1.3 between size ratios of 1/1000
and 1/5. These results indicate that our proposed Eraser is
not sensitive to the amount of data. Even with a very small
amount of data (such as only ~ 160 images), our method
remains applicable, demonstrating the high practicality of
our approach.

Robustness to Bias Severity in Deployed Models In real-
world scenarios, varying degrees of data imbalance have
the potential to introduce biases in deployed models. To
assess the effectiveness and robustness of our proposed in
debiasing deployed models derived from different levels
of data bias, we initially created datasets with diverse
degrees of data imbalance using the CelebA dataset. The
level of data imbalance, controlled by the ¢, signifies the
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Debiasing results of different post-training debiasing methods on six tasks under laboratory conditions. The best results are highlighted in bold.
The second-best results are underlined. The Equalodds and CalEqualodds are not suitable for multi-classification tasks (indicated by “-”).

CelebA,BigNose CelebA,Blonde CelebA, Attractive UTKFace C-MNIST ImageNe-B
Methods Avg. :Worst :Model Avg. :Worst :Model Avg. :Worst :Model Avg. :Worst :Model Avg. :Worst :Model Avg. :Worst :Model
ACC T:ACC T: Bias | |[ACC T:ACC T: Bias | |[ACC T:ACC ﬂ Bias | |[ACC T:ACC ﬂ Bias | |[ACC T:ACC ﬂ Bias | |[ACC T:ACC ﬂ Bias |
Il Il Il Il Il Il Il Il Il Il Il Il
| | | | | | | | | | | |
Vanilla 69.48 1 36.45 1 23.26 | 82.39 146.13 1 22.06 | 76.85166.20 1 20.92 | 86.59 1 72.61 1 18.28 | 77.90112.91 | 14.46 | 61.24 126.01 1 13.84
} } } } } } } } } } } }
| | | | | | | | | | | |
Equalodds | 64.95,42.23, 1.50 |71.86,45.12, 0.70 |71.74,71.21, 1.06 |80.59,73.14, 1.67 | — | — | — - =, =
| | | | | | | | | | | |
CalEqualodds| 57.87 , 36.45 | 20.62 | 68.4829.36 | 8.62 |77.51,69.20 | 16.49 | 76.08 4243|1730 | — | — | — | — | — | -
| | | | | | | | | | | |
FAAP 72‘82:46.74: 6.97 86‘98:66.45: 5.24 77‘76:67.23: 8.26 88.12:78.13: 9.27 84.67:36.57: 4.95 73.67:44.29: 7.89
| | | | | | | | | | | |
Repro 70.35147.531 9.23 |84.49160.041 11.04 |78.04164.31 ' 11.13 | 87.12177.621 10.28 |81.49125.17 ! 8.27 |72.51142.311 9.57
| | | | | | | | | | | |
| | | | | | | | | | | |
CARE 71.53146.96 1 19.79 | 86.97 1 77.59 | 13.58 | 78.53 1 68.79 | 19.87 | 87.61 77.79 | 13.92 | 86.07120.45 | 7.90 |72.59141.63 | 7.56
| | | | | | | | | | | |
| | | | | | | | | | | |
DFR 70.15 | 47.64 | 20.83 | 89.49 , 78.35 | 12.25 | 77.61, 68.39 , 18.34 | 87.98 , 78.05 | 11.05 | 86.43 , 21.56 | 7.61 |72.62,42.85, 7.39
T T T T T T T T T T T T
Eraser 75.14,71.52, 3.72 |91.54,85.64, 6.24 |78.76,75.73, 230 |90.09,85.03, 5.40 |95.88,76.35, 2.50 |75.33,49.63, 6.47
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Fig. 7. Debiasing performance for deployed models with varying levels
of model bias, where different deployed models are trained with data
of different bias levels; a larger « indicates a higher degree of data bias.
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Fig. 8. Debiasing performance on deployed models using different
probability evaluation functions.

ratio between the number of minority class samples and
majority class samples (with biased labels distinct from
the minority class), where a smaller « indicates a higher
degree of data imbalance. Subsequently, we trained different
deployed models using these datasets with different o, and
assessed the capability of our approach to mitigate biases in

these deployed models.

Figure 4 provides a comprehensive analysis of the re-

lationship among accuracy, model bias, and the data bias
level o on the CelebA dataset, focusing on the Attractive
target task. As o decreases, the deployed models learn more
severe biases. By applying our proposed approach to these
diverse deployed models, significant reductions in bias and
improvements in accuracy are achieved across all models.
Importantly, these improvements are consistent and do not
deteriorate as o decreases.
The probability evaluation functions of deployed models.
Our method is derived based on Bayesian analysis. There-
fore, it is fundamentally independent of the probability
evaluation functions used by the deployed model, despite
the theoretical derivation using the softmax probability dis-
tribution as an example.

To verify this claim, we present the debiasing results

of the deployed model using sigmoid as the probability
evaluation function, comparing them with the results ob-
tained when using softmax, in Fig.9. It is evident that our
method exhibits consistent bias reduction performance for
both the deployed model using softmax and the deployed
model using sigmoid. This demonstrates the notion that our
approach is independent of the specific choice of probability
evaluation functions used in the deployed model and is
applicable to sigmoid, not limited to softmax.
Robustness to Network Architectures. To evaluate the
robustness of our method to different backbones of the
deployed model, we report its performance using both
ResNet-34 [61] and VIT-B/32 [62] as backbones of the de-
ployed model in Table 5. The results demonstrate that our
method performs similarly on both Convolutional network
and Transformer architectures, two mainstream network
architectures, indicating that our method is not sensitive to
the model architectures.
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TABLE 5
Effect of backbone architectures in BigNose on CelebA dataset.

Backbone Method ~ Avg. Acc (1)  Worst Acc (1)  Model Bias ({.)
Resnet—34 Vanilla 69.481 0.2 36.4510.6 23.2640.3
Eraser 751440.2 7152405 3.7210.2
VIT-B/32 Vanilla 60.01+0.1 11.7540.6 27.53410.3
Eraser 66.85410.1 63.9140.4 3.7510.2

6 CONCLUSION

This paper introduced the Inference-Time Rule Eraser (Rule
Eraser), a novel approach to fairness in Al systems. Unlike
existing methods, Rule Eraser does not require access to
or modification of model weights. It operates by remov-
ing biased rules at inference-time, which is achieved by
modifying the model’s output. We also proposed a specific
implementation, Distill and Remove, which distills biased
rules into an additional patched model and removes them
during inference time. Our experiments demonstrated the
effectiveness and superior performance of Rule Eraser. It
also showed broad applicability, with successful validation
on model repair problems beyond fairness. This represents
a significant advancement in the pursuit of fairness in
Al systems, making fairness more accessible in real-world
applications.
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