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#### Abstract

In this paper we find a decomposition of higher order Lipschitz functions into the traces of a polymonogenic function and solve a related Riemann-Hilbert problem. Our approach lies in using a cliffordian Cauchy-type operator, which behaves as an involution operator on higher order Lipschitz spaces. The result obtained is a multidimensional sharpened version of the Hardy decomposition of Hölder continuous functions on a simple closed curve in the complex plane.
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## 1 Introduction

The space of Hölder functions of exponent $0<\alpha \leq 1$ defined on a set of the complex plane, has numerous properties and plays an important role in the theory of analytic functions. For instance, it makes sense to speak of a singular version of the Cauchy
transform. Actually, by the Plemelj-Sokhotski's formulae, the boundary value problem on finding a sectionally analytic function vanishing at infinity and with jump on a closed smooth curve equals to a given Hölder function $f$, is solved by the Cauchy transform of $f$ [13]. This result leads to the Hardy decomposition of the Hölder class as the sum of two disjoint Hölder spaces, which are characterized for the limiting values of the Cauchy transform as approaching the curve from the interior and the exterior domain. When $\alpha=1$, the Hölder condition becomes the well-known Lipschitz condition, which has been widely used in the theory of differential equations, whereas when $\alpha>1$ the class of Hölder is constituted by constants only. However, a non-trivial space emerges under that condition if we consider the higher order Lipschitz functions. In [2] the authors found a decomposition of the Lipschitz class in the context of polyanalytic functions [4], that is, null solutions of the iterated Cauchy-Riemann equation. When looked at from a more general point of view, the null solutions to the iterated Dirac operator in Clifford analysis (see for instance, [5] and [9]), leads to polymonogenic functions and therefore a natural question to ask is whether such a decomposition continues to hold in this multidimensional setting. Very recently in [8], while attempting to prove it, the authors obtained a decomposition of the first order Lipschitz class into traces of bimonogenic functions, which are nothing more than Clifford algebravalued harmonic functions as the Dirac operator factorize the Laplacian. In this paper we bring together the methods carried out in the above mentioned works and prove a general decomposition of higher order Lipschitz classes into Clifford algebra-valued polymonogenic functions. The organization of the paper is the following. In Section 2 we present some preliminaries about real and Clifford analysis. In Section 3 we summarize without proofs the relevant material on the Cauchy type integral operator and its singular version related to higher order Lipschitz functions and we extend Theorem 3 of [1] to the general order with the aid of a multi-index formula for the iterated Dirac operator. In Section 4 we state and prove our main results. Finally, we also solve a Riemann Hilbert problem for polymonogenic functions with given Lipschitz data.

## 2 Definitions and related results

An $m$-tuple $j=\left(j_{1}, \ldots, j_{m}\right)$ with non-negative integer components $j_{i}$ for every $i=\overline{1, m}$ is called multi-index. Given a multi-index $j$ we recall: $x^{j}=x_{1}^{j_{1}} \cdots x_{m}^{j_{m}}, j!=j_{1}!\cdots j_{m}$ !, $|j|=j_{1}+\cdots+j_{m}$ and $\partial^{j}=\partial_{x_{1}}^{j_{1}} \ldots \partial_{x_{m}}^{j_{m}}$. The reader is cautioned that, throughout this work, the letters $j, l, p$ and $q$ will be reserved for multi-indexes, while the letters $i, s$, $u$ and $v$ are reserved for indexes of summation.
Definition 2.1. Let $\boldsymbol{E}$ be a closed subset of $\mathbb{R}^{m}$, $k$ a non-negative integer and $0<$ $\alpha \leq 1$. We shall say that a real valued function $f$, defined on $\boldsymbol{E}$, belongs to the higher order Lipschitz class Lip $(k+\alpha, \boldsymbol{E})$ if there exist real valued functions $f^{(j)}, 0<|j| \leq k$, defined on $\boldsymbol{E}$, with $f^{(0)}=f$, which together with

$$
\begin{equation*}
R_{j}(x, y)=f^{(j)}(x)-\sum_{|j+l| \leq k} \frac{f^{(j+l)}(y)}{l!}(x-y)^{l}, \quad x, y \in \boldsymbol{E} \tag{1}
\end{equation*}
$$

satisfy

$$
\begin{equation*}
\left|f^{(j)}(x)\right| \leq M, \quad\left|R_{j}(x, y)\right| \leq M|x-y|^{k+\alpha-|j|}, \quad x, y \in \boldsymbol{E},|j| \leq k \tag{2}
\end{equation*}
$$

where here and subsequently $M$ is a positive constant not necessary the same at different occurrences.
Remark 2.1. We observe that the function $f^{(0)}$ does not necessarily determine the elements $f^{(j)}$ (see [15, p. 176]). Therefore, an element of $\operatorname{Lip}(k+\alpha, \boldsymbol{E})$ should be interpreted as a collection $f=\left\{f^{(j)}: \boldsymbol{E} \mapsto \mathbb{R}, \quad|j| \leq k\right\}$. If no confusion can arise, we write $f$ for both the collection and the element $f^{(0)}$. We use superscripts to distinguish between individual elements and sub-collections. In this way, for all $|j| \leq k$, the data $f_{(j)}:=\left\{f^{(j+l)}, \quad 0 \leq|l| \leq k-|j|\right\}$ belongs to $\operatorname{Lip}(k+\alpha-|j|, \boldsymbol{E})$. In particular, $f_{(j)}=\left\{f^{(j)}, \quad|j|=k\right\}$ belongs to the Hölder class $\boldsymbol{C}^{\alpha}(\boldsymbol{E})$. When $\boldsymbol{E}=\mathbb{R}^{m}$, however, the functions $f^{(j)}$ are uniquely determined by $f$ and $\operatorname{Lip}\left(k+\alpha, \mathbb{R}^{m}\right)$ actually consists of continuous and bounded functions $f$ with continuous and bounded partial derivatives $\partial^{j} f=f^{(j)}$ up to the order $k$. In what follows, we shall concern ourselves only with case $0<\alpha<1$.

The higher order Lipschitz class introduced by E. Stein in [15] appears to be the most appropriate class of functions to describe properties in terms of Banach spaces of certain linear extension operators related to Whitney-type problems on extensions of real functions defined on closed sets of $\mathbb{R}^{m}$. For the convenience of the reader, we include the Whitney extension theorem [16] as it will be a key point to define our multidimensional singular integral operator later.
Theorem 2.2. (Whitney's theorem) Let $f \in \operatorname{Lip}(k+\alpha, \boldsymbol{E})$. Then, there exists a function $\tilde{f} \in \operatorname{Lip}\left(k+\alpha, \mathbb{R}^{m}\right)$ satisfying
(i) $\left.\tilde{f}\right|_{E}=f^{(0)},\left.\quad \partial^{j} \tilde{f}\right|_{E}=f^{(j)}, 0<|j| \leq k$,
(ii) $\tilde{f} \in C^{\infty}\left(\mathbb{R}^{m} \backslash \boldsymbol{E}\right)$,
(iii) $\left|\partial^{j} \tilde{f}(x)\right| \leqslant M \quad \operatorname{dist}(x, \boldsymbol{E})^{\alpha-1}$, for $|j|=k+1$ and $x \in \mathbb{R}^{m} \backslash \boldsymbol{E}$.

Actually, the linear extension operator

$$
\mathcal{E}_{k}\left(f^{(j)}\right)(x)= \begin{cases}f^{(0)}(x), & x \in \mathbf{E} \\ \sum_{i}^{\prime} P\left(x, p_{i}\right) \varphi_{i}^{*}(x), & x \in \mathbf{E}^{c}\end{cases}
$$

where $\sum_{i} \varphi_{i}^{*}=1$ and $P(x, y)$ denotes the Taylor expansion of $f$ about $y$, maps $\operatorname{Lip}(k+$ $\alpha, \mathbf{E})$ continuously into $\operatorname{Lip}\left(k+\alpha, \mathbb{R}^{m}\right)$ and the norm is independent of the closed set E. For a deeper discussion we refer the reader to [15, Ch. VI].

Although the preceding definition involves real-valued functions, we now introduce the algebras we shall be concerned with.
Definition 2.2. Let us consider an orthonormal basis $\left\{e_{i}\right\}_{i=1}^{m}$ of $\mathbb{R}^{m}$ governed by the multiplication rules: $e_{i}^{2}=-1, e_{i} e_{j}=-e_{j} e_{i}, i \neq j$ for every $i, j=1, \ldots, m$. The real Clifford algebra $\mathbb{R}_{0, m}$ is that generated by $\left\{e_{i}\right\}_{i=1}^{m}$ over $\mathbb{R}$.

An element $a \in \mathbb{R}_{0, m}$ may be written as $a=\sum_{A} a_{A} e_{A}$, where $a_{A} \in \mathbb{R}$ and $A$ runs over all the possible ordered sets $A=\left\{1 \leq i_{1}<\cdots<i_{k} \leq m\right\}$ or $A=\emptyset$ and $e_{A}:=e_{i_{1}} e_{i_{2}} \cdots e_{i_{k}}, \quad e_{0}=e_{\emptyset}=1$. It is clear that $\mathbb{R}^{m}$ is embedded in $\mathbb{R}_{0, m}$, provided we identify $\underline{x}=\left(x_{1}, \ldots, x_{m}\right) \in \mathbb{R}^{m}$ by $\underline{x}=x_{1} e_{1}+\cdots+x_{m} e_{m} ; \quad x_{i} \in \mathbb{R}, i=\overline{1, m} . \mathrm{A}$
norm for $a \in \mathbb{R}_{0, m}$ may be defined by $\|a\|^{2}=\sum_{A}\left|a_{A}\right|^{2}$. In particular, $\|\underline{x}\|=|\underline{x}|$ for $\underline{x} \in \mathbb{R}^{m}$, where $|\cdot|$ stands for the Euclidean norm.

We shall consider Clifford algebra-valued functions defined on subsets of $\mathbb{R}^{m}$, namely $f=\sum_{A} f_{A} e_{A}, f_{A}: \mathbb{R}^{m} \rightarrow \mathbb{R}$. Conditions as continuity, differentiability, Lipschitz and so on, are ascribed to an $\mathbb{R}_{0, m}$-valued function by doing so to each of its real components $f_{A}$. From now on, $\Omega$ stands for a Jordan domain, i.e. a bounded oriented connected open subset of $\mathbb{R}^{m}$ whose boundary $\Gamma$ is a compact topological surface. For simplicity, we assume $\Gamma$ to be sufficiently smooth, e.g. Lyapunov surface. In addition, we denote the interior of $\Omega$ by $\Omega_{+}$and the exterior by $\Omega_{-}$.
Definition 2.3. An $\mathbb{R}_{0, m}$-valued function $f$ in $C(\Omega)$ is called left (resp. right) monogenic if $\mathcal{D}_{\underline{x}} f=0$ (resp. f $\mathcal{D}_{\underline{x}}=0$ ) in $\Omega$, where $\mathcal{D}_{\underline{x}}$ is the Dirac operator

$$
\mathcal{D}_{\underline{x}}=\partial_{x_{1}} e_{1}+\partial_{x_{2}} e_{2}+\cdots+\partial_{x_{m}} e_{m} .
$$

The so-called Clifford-Cauchy kernel

$$
E_{0}(\underline{x})=-\frac{1}{\sigma_{m}} \frac{\underline{x}}{|\underline{x}|^{m}} \quad(\underline{x} \neq 0),
$$

is a two-sided monogenic function. Here $\sigma_{m}$ stands for the surface area of the unit sphere in $\mathbb{R}^{m}$.
Definition 2.4. An $\mathbb{R}_{0, m}$-valued function $f$ in $C^{k}(\Omega)$ is called (left) polymonogenic of order $k$ or simply $k$-monogenic if $\mathcal{D}_{\underline{x}}^{k} f=0$ in $\Omega$, where $\mathcal{D}_{\underline{x}}^{k}$ is the iterated Dirac operator.

Every polymonogenic function can be represented in terms of its values and those of its successive derivatives on the boundary [14, Thm 7]. Namely, if $f$ is $k$-monogenic in $\Omega$, then

$$
\begin{equation*}
f(\underline{x})=\sum_{u=0}^{k-1} \int_{\Gamma}(-1)^{u} E_{u}(\underline{y}-\underline{x}) n(\underline{y}) \mathcal{D}_{\underline{y}}^{u} f(\underline{y}) d \underline{y}, x \in \Omega, \tag{3}
\end{equation*}
$$

where the $E_{u}$ 's satisfy $\partial_{\underline{x}} E_{u+1}(\underline{x})=E_{u}(\underline{x})$ for all $\underline{x} \neq 0$ and $u=0, \ldots, k-1$.

## 3 Cauchy-type and singular integral operators

Formula (3) and Whitney extension theorem (component-wise applied to $\mathbb{R}_{0, m}$-valued functions) can be combined to give the following operators, which have been shown to be well-defined [7]:
Definition 3.1. The Cauchy transform related to $f \in \operatorname{Lip}(k+\alpha, \Gamma)$ and its singular version are given respectively by

$$
\begin{gather*}
\mathcal{C}_{k}^{(0)} f=\left[\mathcal{C}_{k} f\right]^{(0)}(\underline{x})=\sum_{s=0}^{k} \int_{\Gamma}(-1)^{s} E_{s}(\underline{y}-\underline{x}) n(\underline{y}) \mathcal{D}_{\underline{y}}^{s} \tilde{f}(\underline{y}) d \underline{y}, \quad \underline{x} \in \Omega \backslash \Gamma,  \tag{4}\\
\mathcal{S}_{k}^{(0)} f=\left[\mathcal{S}_{k} f\right]^{(0)}(\underline{z})=2 \sum_{s=0}^{k} \int_{\Gamma}(-1)^{s} E_{s}(\underline{y}-\underline{z}) n(\underline{y}) \mathcal{D}_{\underline{y}}^{s} \tilde{f}(\underline{y}) d \underline{y}, \quad \underline{z} \in \Gamma \tag{5}
\end{gather*}
$$

where $\tilde{f}$ denotes the $\mathbb{R}_{0, m}$-valued Whitney extension of $f \in \operatorname{Lip}(k+\alpha, \Gamma)$.
We see at once that our definition coincides with the classical one related to a Hölder function $f \in \mathbf{C}^{\alpha}(\Gamma)$. Namely,

$$
\begin{align*}
& \mathcal{C}_{0} f(\underline{x})=\int_{\Gamma} E_{0}(\underline{y}-\underline{x}) n(\underline{y}) f(\underline{y}) d \underline{y}, \quad \underline{x} \in \mathbb{R}^{m} \backslash \Gamma  \tag{6}\\
& \mathcal{S}_{0} f(\underline{z})=2 \int_{\Gamma} E_{0}(\underline{y}-\underline{z}) n(\underline{y}) f(\underline{y}) d \underline{y}, \quad \underline{z} \in \Gamma \tag{7}
\end{align*}
$$

The Cauchy transform (6) represents a monogenic function in $\mathbb{R}^{m} \backslash \Gamma$ with continuous limiting values as approaching the contour $\Gamma$. Actually, the Plemelj-Sokhotski formula [11] gives an even more precise information:

$$
\begin{equation*}
\left[\mathcal{C}_{0} f\right]^{+}=\frac{1}{2}\left[I+\mathcal{S}_{0}\right] f \quad \text { and } \quad\left[\mathcal{C}_{0} f\right]^{-}=\frac{1}{2}\left[-I+\mathcal{S}_{0}\right] f \tag{8}
\end{equation*}
$$

where $I$ is the identity operator and $\mathcal{C}_{0}^{ \pm} f(\underline{z})=\lim _{\substack{\underline{x} \rightarrow \underline{z} \\ \underline{x} \in \Omega_{ \pm}}} \mathcal{C}_{0} f(\underline{x})$.
When looked at from a general point of view, the preceding fact suggests that identical conclusions hold with respect to $\mathcal{C}_{k}^{(0)}$ and $\mathcal{S}_{k}^{(0)}$. In fact, as it was pointed out in [7], the function $\mathcal{C}_{k}^{(0)}$ is polymonogenic of order $k+1$ and

$$
\begin{cases}{\left[\mathcal{C}_{k}^{(0)} f\right]^{+}(\underline{z})-\left[\mathcal{C}_{k}^{(0)} f\right]^{-}(\underline{z})=\left.\tilde{f}\right|_{\Gamma}=f^{(0)}(\underline{z}),} & \underline{z} \in \Gamma, \\ {\left[\mathcal{C}_{k}^{(0)} f\right]^{+}(\underline{z})+\left[\mathcal{C}_{k}^{(0)} f\right]^{-}(\underline{z})=\mathcal{S}_{k}^{(0)} f(\underline{z}),} & \underline{z} \in \Gamma,\end{cases}
$$

or, equivalently,

$$
\begin{equation*}
\left[\mathcal{C}_{k}^{(0)} f\right]^{+}=\frac{1}{2}\left[I^{(0)}+\mathcal{S}_{k}^{(0)}\right] f \quad \text { and } \quad\left[\mathcal{C}_{k}^{(0)} f\right]^{-}=\frac{1}{2}\left[-I^{(0)}+\mathcal{S}_{k}^{(0)}\right] f \tag{9}
\end{equation*}
$$

Here $I^{(0)} f=f^{(0)}$ and, as usual, $\left[\mathcal{C}_{k}^{(0)} f\right]^{ \pm}(\underline{z})=\lim _{\substack{\underline{x} \rightarrow \underline{z} \\ \underline{x} \in \Omega_{ \pm}}} \mathcal{C}_{k}^{(0)} f(\underline{x})$.
A close inspection of Definition 3.1 makes it natural to try to relate the Lipschitz data $f$ to the iterated Dirac operator of the Whitney extension $\tilde{f}$. For this purpose, we first show a formula for the iterated Dirac operator in terms of multi-indices.
Lemma 3.1. Let $e_{(l)}=e_{i}$ provided $|l|=1$ and $l_{i}=1$. Then

$$
\mathcal{D}_{\underline{x}}^{s}=c_{s} \begin{cases}\sum_{\substack{|j|=s \\ j_{i}-\text { even }}} \partial_{\underline{x}}^{(j)}, & s \text { even },  \tag{10}\\ \sum_{\substack{|j+l|=s \\ j_{i}-\text { even } \\|l|=1}} e_{(l)} \partial_{\underline{x}}^{(j+l)}, & s \text { odd },\end{cases}
$$

where $c_{s}=1$ if $s \equiv 0,1 \bmod 4$ and $c_{s}=-1$ if $s \equiv 2,3 \bmod 4$.

Proof. The proof is by induction on $s$. For $s=1, \mathcal{D}_{\underline{x}}=\sum_{i=1}^{m} e_{i} \partial_{x_{i}}=\sum_{|l|=1} e_{(l)} \partial_{\underline{x}}^{(l)}$. Setting $j=0$, we can easily check the formula. Assuming (10) to hold for $s$, we will prove it for $s+1$. If $s+1$ is odd, $s$ is even and then, by the induction hypothesis, $\mathcal{D}_{\underline{x}}^{s}=c_{s} \sum_{\substack{|j|=s \\ j_{i}-\text { even }}} \partial_{\underline{x}}^{(j)}$ being $s=4 p$ or $4 p+2$. After applying the Dirac operator one more time, we get

$$
\mathcal{D}_{\underline{x}}\left(\mathcal{D}_{\underline{x}}^{s}\right)=\mathcal{D}_{\underline{x}}^{s+1}=\sum_{|l|=1} e_{(l)} \partial_{\underline{x}}^{(l)}\left(c_{s} \sum_{\substack{|j|=s \\ j_{i}-\text { even }}} \partial_{\underline{x}}^{(j)}\right)=c_{s} \sum_{\substack{|j+l|=s+1 \\ j_{i}-\text { even } \\|l|=1}} e_{(l)} \partial_{\underline{x}}^{(j+l)} .
$$

Since $c_{s}=c_{s+1}$ when $s$ is even, (10) holds for $s+1$ odd. We now suppose that $s+1$ is even, so that $s=4 p+1$ or $4 p+3$ and

$$
\begin{aligned}
\mathcal{D}_{\underline{x}}^{s+1} & =\sum_{|q|=1} e_{(q)} \partial_{\underline{\underline{x}}}^{(q)}\left(c_{s} \sum_{\substack{|j+l|=s \\
j_{i} \text { even } \\
|l|=1}} e_{(l)} \partial_{\underline{x}}^{(j+l)}\right)=c_{s} \sum_{\begin{array}{c}
|j+l+q|=s+1 \\
j_{i}-\text { even } \\
|l|=1,|q|=1
\end{array}} e_{(q)} e_{(l)} \partial_{\underline{x}}^{(j+l+q)} \\
& =-c_{s} \sum_{\substack{|j+l+l|=s+1 \\
j_{i} \text { even } \\
|l|=1}} \partial_{\underline{x}}^{(j+l+l)},
\end{aligned}
$$

the last equality being a consequence of the fact that $e_{(q)} e_{(l)}+e_{(l)} e_{(q)}=0$ for every $l \neq q,|l|=|q|=1$ and $e_{(l)}^{2}=-1$. Since $p=j+l+l$ has only even entries and $c_{s}=-c_{s+1}$ when $s$ is odd, (10) holds for $s+1$ even.

Lemma 3.1 provides the following reformulation of the singular operator (5) in terms of the Lipschitz data:

$$
\begin{align*}
\mathcal{S}_{k}^{(0)} f(\underline{z}) & =\sum_{\substack{s-\text { even } \\
s \leq k}} \int_{\Gamma} E_{s}(\underline{y}-\underline{z}) n(\underline{y}) \sum_{\substack{|j|=s \\
j_{i}-\text { even }}} f^{(j)}(\underline{y}) d \underline{y} \\
& -\sum_{\substack{s-\text { odd } \\
s \leq k}} \int_{\Gamma} E_{s}(\underline{y}-\underline{z}) n(\underline{y}) \sum_{\substack{|j+l|=s \\
j_{i}-l \text { even } \\
|l|=1}} e_{(l)} f^{(j+l)}(\underline{y}) d \underline{y}, \quad \underline{z} \in \Gamma . \tag{11}
\end{align*}
$$

The corresponding Cauchy transform can be rewritten in the same manner, but for our purpose here, the focus will be on the singular operator. At first glance, (11) does not even appear to be an injection as it is defined only by some elements of the Lipschitz data $f:=\left\{f^{(j)}, \quad|j| \leq k\right\}$. However, even though a Lipschitz data is not determined by none of its proper sub-collections, our following generalization of Theorem 3 in [1] states that, in the case of a compact set without isolated points, the Lipschitz data $f$ is determined by a special combination of some of its elements.

Theorem 3.2. Let $f \in \operatorname{Lip}(k+\alpha, \Gamma)$ such that $f^{(0)} \equiv 0$ and for $1 \leq s \leq k$ it satisfies

$$
\begin{align*}
\sum_{\substack{|j|=s \\
j_{i}-\text { even }}} f^{(j)}=0, \quad \text { s even },  \tag{12}\\
\sum_{\substack{|j+l|=s \\
j_{i}-\text { even } \\
|l|=1}} e_{(l)} f^{(j+l)}=0, \quad \text { s odd } . \tag{13}
\end{align*}
$$

Then $f \equiv 0$, i.e. $f^{(j)}=0$ for all $|j| \leq k$.

Proof. The proof is by induction on $k$. The case $k=1$ has already been proved in [1, Thm 3]. Assume the theorem holds for $k$. Let $f \in \operatorname{Lip}(k+1+\alpha, \Gamma)$ such that for every $1 \leq s \leq k+1$ it satisfies (12) and (13).

Define $F^{(0)}=\sum_{|j|=1} e_{(j)} f^{(j)}$ and $F^{(l)}=\sum_{|j|=1} e_{(j)} f^{(j+l)}$. Then $\left\{F^{(l)},|l| \leq k\right\} \in$ $\operatorname{Lip}(k+\alpha, \Gamma)$ and $F^{(0)}=0$ by (13). For $2 \leq s \leq k$ even, we get

$$
\begin{equation*}
\sum_{\substack{|l|=s \\ l_{i}-\text { even }}} F^{(l)}=\sum_{\substack{|l|=s \\ l_{i}-\text { even }}}\left(\sum_{|j|=1} e_{(j)} f^{(j+l)}\right)=\sum_{\substack{|j+l|=s+1 \\ l_{i}-\text { even } \\|j|=1}} e_{(j)} f^{(j+l)}=0 \quad \text { by } \tag{13}
\end{equation*}
$$

On the other hand, if $1 \leq s \leq k$ is odd, we apply again the multiplication rules for every $l \neq q,|l|=|q|=1: e_{(q)} e_{(l)}+e_{(l)} e_{(q)}=0$ and $e_{(l)}^{2}=-1$ wich together (12) yield

$$
\sum_{\substack{|q+l|=s \\ q_{i}-\text { even } \\|l|=1}} e_{(l)} F^{(q+l)}=\sum_{\substack{|q+l|=s \\ q_{i}-\text { even } \\|l|=1}} e_{(l)}\left(\sum_{|j|=1} e_{(j)} f^{(j+q+l)}\right)=-\sum_{\substack{\left|j^{*}\right|=s+1 \\ j_{i}^{*}-\text { even }}} f^{\left(j^{*}\right)}=0 .
$$

Thus the induction hypothesis implies that $F^{(l)} \equiv 0$ for all $|l| \leq k$. Set now $G_{1}^{(0)}=$ $f^{(1,0, \ldots, 0)}$ and $G_{1}^{(l)}=f^{(1,0, \ldots, 0)+l}$. It is obvious that $G_{1}=\left\{G_{1}^{(l)},|l| \leq k\right\} \in \operatorname{Lip}(k+\alpha, \Gamma)$. We can now proceed analogously to the proof of [1, Thm 3] to conclude that $f^{(j)}=0$ whenever $|j|=1$ and so $G_{1}^{(0)}=0$. Let us verify the other induction assumptions. Start by considering $2 \leq s \leq k$ even. If this is so,

$$
\begin{aligned}
\sum_{\substack{|l|=s \\
l_{i}-\text { even }}} G_{1}^{(l)} & =\sum_{\substack{| | l \mid=s \\
l_{i}-\text { even }}} f^{(1,0, \ldots, 0)+l} \\
& =-\sum_{\substack{\left|q+l^{*}\right|=s-1 \\
q_{i}-\text { even } \\
\left|l^{*}\right|=1}} e_{\left(l^{*}\right)}\left(\sum_{|j|=1} e_{(j)} f^{j+(1,0, \ldots, 0)+q+L}\right)
\end{aligned}
$$

$$
=-\sum_{\substack{\left|q+l^{*}\right|=s-1 \\ q_{i}-\text { even } \\\left|l^{*}\right|=1}} e_{\left(l^{*}\right)}\left(\sum_{|j|=1} e_{(j)} f^{(j+p)}\right),
$$

where $p=(1,0, \ldots, 0)+q+l^{*},|p| \leq k$. We note that $\sum_{|j|=1} e_{(j)} f^{(j+p)}=F^{(p)}$ for $|p| \leq k$, so that the above expression vanishes. In a similar way, for $1 \leq s \leq k$ odd we have

$$
\begin{aligned}
\sum_{\substack{|j+l|=s \\
j_{i}-\text {-even } \\
|l|=1}} e_{(l)} G_{1}^{(j+l)} & =\sum_{\substack{|j+l|=s \\
j_{i}-\text {-even } \\
|l|=1}} e_{(l)} f^{(1,0, \ldots, 0)+j+l} \\
& =\sum_{\substack{|j|=s-1 \\
j_{i}-\text { even }}}\left(\sum_{|l|=1} e_{(l)} f^{(1,0, \ldots, 0)+j+l}\right) \\
& =\sum_{\substack{|j|=s-1 \\
j_{i}-\text { even }}}\left(\sum_{|l|=1} e_{(l)} f^{(l+p)}\right)
\end{aligned}
$$

where $p=(1,0, \ldots, 0)+j,|p| \leq k$. Now the induction hypothesis implies that $G_{1}^{(l)}=0$ for all $|l| \leq k$. To complete the proof, similar considerations apply to the functions $G_{i}=f^{(0, \ldots, 1, \ldots, 0)}$, where the multi-index has all entries zero except the $i$ th which is one. Consequently, $f^{(j)}=0$ for all $|j| \leq k+1$.

For completeness of exposition, we conclude this section with the relevant material from [7]. Let us first introduce the notation $E_{u}^{(j)}(\underline{x})=\partial_{\underline{x}}^{j} E_{u}(\underline{x}), \quad \underline{x} \neq 0$. We define

$$
\mathcal{S}_{k}^{(j)} f(\underline{z})=2 \sum_{u=0}^{k} \int_{\Gamma}(-1)^{u} E_{u}^{(j)}(\underline{y}-\underline{z}) n(\underline{y}) \mathcal{D}_{\underline{y}}^{u} R(\underline{y}, \underline{z}) d \underline{y}+f^{(j)}(\underline{z})
$$

to be the associated elements of the collection $\mathcal{S}_{k} f$. Although the definition may seem artificial, it is actually very much in the spirit of the classical case. Indeed, when $k=0$ it reduces to

$$
\mathcal{S}_{0} f(\underline{z})=2 \int_{\Gamma} E_{0}(\underline{y}-\underline{z}) n(\underline{y})[f(\underline{y})-f(\underline{z})] d \underline{y}+f(\underline{z}),
$$

which is nothing more than a reformulation of (7).
The Plemelj-Privalov theorem in this framework asserts that, for $0<\alpha<1$ the inclusion $\mathcal{S}_{k}(\operatorname{Lip}(k+\alpha, \Gamma)) \subset \operatorname{Lip}(k+\alpha, \Gamma)$ holds, and thus, makes it legitimate to ask whether the operator is an involution. Whereas for a single function $f \in \mathbf{C}^{\alpha}(\Gamma)$ the equality $\mathcal{S}_{0}^{2}=I$ makes sense, it is somewhat misleading for a Lipschitz data. The involution, to be discussed in Section 4, must thus be approached by considering every element, i.e. $\left[\mathcal{S}_{k}^{2} f\right]^{(j)}=f^{(j)}$ for all $|j| \leq k$.

## 4 Involution property and consequences

This section is devoted to establishing and proving our main result, but first we need a key lemma.
Lemma 4.1. For s even (resp. odd), the sum

$$
c_{s} \sum_{\substack{|j|=s \geq 2 \\ j_{i}-\text { even }}}\left[\mathcal{S}_{k} f\right]^{(j)}(\underline{y})\left(\text { resp.cs } \sum_{\substack{|j+l|=s \\ j_{i}-\text { even }| | l \mid=1}} e_{(l)}\left[\mathcal{S}_{k} f\right]^{(j+l)}(\underline{y})\right)
$$

is equal to

$$
\begin{equation*}
2 \sum_{u=1}^{k} \int_{\Gamma}(-1)^{u} \mathcal{D}_{\underline{y}}^{s} E_{u}(\underline{\zeta}-\underline{y}) n(\underline{\zeta}) \mathcal{D}_{\underline{\zeta}}^{u} \tilde{f}(\underline{\zeta}) d \underline{\zeta} \tag{14}
\end{equation*}
$$

or equivalently, to

$$
\begin{equation*}
2 \sum_{u=0}^{k-s} \int_{\Gamma}(-1)^{u} E_{u}(\underline{\zeta}-\underline{y}) n(\underline{\zeta}) \mathcal{D}_{\underline{\zeta}}^{u+s} \tilde{f}(\underline{\zeta}) d \underline{\zeta} . \tag{15}
\end{equation*}
$$

Proof. Indeed, if $s$ is even

$$
\begin{align*}
& c_{s} \sum_{\substack{|j|=s \geq 2 \\
j_{i}-\text { even }}}\left[\mathcal{S}_{k} f\right]^{(j)}(\underline{y}) \\
& =c_{s} \sum_{\substack{|j|=s \geq 2 \\
j_{i}-\text { even }}}\left\{2 \sum_{u=0}^{k} \int_{\Gamma}(-1)^{u} E_{u}^{(j)}(\underline{\zeta}-\underline{y}) n(\underline{\zeta}) \mathcal{D}_{\underline{\zeta}}^{u} R(\underline{\zeta}, \underline{y}) d \underline{\zeta}+f^{(j)}(\underline{y})\right\} \\
& =\sum_{u=1}^{k} 2 \int_{\Gamma}(-1)^{u} \mathcal{D}_{\underline{y}}^{s} E_{u}(\underline{\zeta}-\underline{y}) n(\underline{\zeta}) \mathcal{D}_{\underline{\zeta}}^{u} R(\underline{\zeta}, \underline{y}) d \underline{\zeta}+c_{s} \sum_{\substack{|j|=s \geq 2 \\
j_{i}-\text { even }}} f^{(j)}(\underline{y}) . \tag{16}
\end{align*}
$$

With Theorem 2.2 in mind, we get

$$
\tilde{f}(\underline{\zeta})=\tilde{f}(\underline{y})+\sum_{0<|l| \leq k} \frac{\partial_{\underline{y}}^{(l)} \tilde{f}(\underline{y})}{l!}(\underline{\zeta}-\underline{y})^{l}+R(\underline{\zeta}, \underline{y}), \quad \underline{y}, \underline{\zeta} \in \Gamma .
$$

Therefore,

$$
\begin{equation*}
\mathcal{D}_{\underline{\zeta}}^{u} R(\underline{\zeta}, \underline{y})=\mathcal{D}_{\underline{\zeta}}^{u} \tilde{f}(\underline{\zeta})-\mathcal{D}_{\underline{y}}^{u} \tilde{f}(\underline{y})-P_{u}[f](\underline{\zeta}, \underline{y}), \quad 0 \leq u \leq k \tag{17}
\end{equation*}
$$

where
$P_{u}[f](\underline{\zeta}, \underline{y})=$

$$
c_{u} \begin{cases}\sum_{\substack{|p|=u \\ p_{i}-\text { even }}}\left\{\sum_{|p|<|l| \leq k} \frac{\partial_{\underline{y}}^{(l)} \tilde{f}(\underline{y})}{(l-p)!}(\underline{\zeta}-\underline{y})^{l-p}\right\}, & \text { ueven, }  \tag{18}\\ \sum_{\substack{|p+q|=u \\ p_{i}-\text { even, }|q|=1}} e_{(q)}\left\{\sum_{|p+q|<|l| \leq k} \frac{\partial_{\underline{\underline{y}}}^{(l)} \tilde{f}(\underline{y})}{(l-(p+q))!}(\underline{\zeta}-\underline{y})^{l-(p+q)}\right\}, & \text { uodd. }\end{cases}
$$

Let us note that, by definition, $P_{k}[f](\underline{\zeta}, \underline{y})=0$. In this way, (17) becomes

$$
\mathcal{D}_{\underline{\zeta}}^{k} R(\underline{\zeta}, \underline{y})=\mathcal{D}_{\underline{\zeta}}^{k} \tilde{f}(\underline{\zeta})-\mathcal{D}_{\underline{y}}^{k} \tilde{f}(\underline{y}), u=k
$$

On the other hand, it is a matter of straightforward computation to show that

$$
\begin{equation*}
\mathcal{D}_{\underline{\zeta}}^{u} P_{s}[f](\underline{\zeta}, \underline{y})=P_{u+s}[f](\underline{\zeta}, \underline{y})+\mathcal{D}_{\underline{y}}^{u+s} \tilde{f}(\underline{y}), \quad \forall u=1, \ldots, k-s \tag{19}
\end{equation*}
$$

Note that, for $u=k-s$, (19) becomes

$$
\begin{equation*}
\mathcal{D}_{\underline{\zeta}}^{k-s} P_{s}[f](\underline{\zeta}, \underline{y})=\mathcal{D}_{\underline{y}}^{k} \tilde{\tilde{f}}(\underline{y}) . \tag{20}
\end{equation*}
$$

Now, substituting (17) into (16) gives

$$
\begin{align*}
c_{s} \sum_{\substack{|j|=s \geq 2 \\
j_{i}-\text { even }}}\left[\mathcal{S}_{k} f\right]^{(j)}(\underline{y}) & =2 \sum_{u=1}^{k} \int_{\Gamma}(-1)^{u} \mathcal{D}_{\underline{y}}^{s} E_{u}(\underline{\zeta}-\underline{y}) n(\underline{\zeta}) \mathcal{D}_{\underline{\zeta}}^{u} \tilde{f}(\underline{\zeta}) d \underline{\zeta} \\
& -2 \sum_{u=1}^{k} \int_{\Gamma}(-1)^{u} \mathcal{D}_{\underline{\underline{y}}}^{s} E_{u}(\underline{\zeta}-\underline{y}) n(\underline{\zeta}) \mathcal{D}_{\underline{y}}^{u} \tilde{f}(\underline{y}) d \underline{\zeta} \\
& -2 \sum_{u=1}^{k-1} \int_{\Gamma}(-1)^{u} \mathcal{D}_{\underline{y}}^{s} E_{u}(\underline{\zeta}-\underline{y}) n(\underline{\zeta}) P_{u}[f](\underline{\zeta}, \underline{y}) d \underline{\zeta} \\
& +c_{s} \sum_{\substack{|j|=s \geq 2 \\
j_{i}-e v e n}} f^{(j)}(\underline{y}) . \tag{21}
\end{align*}
$$

Consequently, it suffices to show that the sum, say " $K$ ", of the last three terms in (21) vanishes.

By the kernel's rules

$$
\begin{aligned}
K(\underline{y}) & =-2 \int_{\Gamma} E_{0}(\underline{\zeta}-\underline{y}) n(\underline{\zeta}) \mathcal{D}_{\underline{y}}^{s} \tilde{f}(\underline{y}) d \underline{\zeta} \\
& -2 \sum_{u=1}^{k-s} \int_{\Gamma}(-1)^{u} E_{u}(\underline{\zeta}-\underline{y}) n(\underline{\zeta})\left[\mathcal{D}_{\underline{y}}^{u+s} \tilde{f}(\underline{y})+P_{u+s}[f](\underline{\zeta}, \underline{y})\right] d \underline{\zeta}
\end{aligned}
$$

$$
\begin{aligned}
& -2 \int_{\Gamma} E_{0}(\underline{\zeta}-\underline{y}) n(\underline{\zeta}) P_{s}[f](\underline{\zeta}, \underline{y}) d \underline{\zeta} \\
& +c_{s} \sum_{\substack{|j|=s \geq 2 \\
j_{i}-\text { even }}} f^{(j)}(\underline{y}) .
\end{aligned}
$$

By (19), (20), Theorem 2.2 and the fact that $\int_{\Gamma} E_{0}(\underline{\zeta}-\underline{y}) n(\underline{\zeta}) d \underline{\zeta}=\frac{1}{2}$, we get

$$
K(\underline{y})=-2 \sum_{u=0}^{k-s} \int_{\Gamma}(-1)^{u} E_{u}(\underline{\zeta}-\underline{y}) n(\underline{\zeta}) \mathcal{D}_{\underline{\zeta}}^{u} P_{s}[f](\underline{\zeta}, \underline{y}) d \underline{\zeta}
$$

Set $F(\underline{\zeta})=P_{s}[f](\underline{\zeta}, \underline{y})$ and for $\epsilon>0$ sufficiently small let $B_{\epsilon}(\underline{y})$ be the open ball with center in $\underline{y} \in \Gamma$ and radius $\epsilon, C_{\epsilon}(\underline{y})$ its boundary and $\Gamma_{\epsilon}:=\Gamma \bar{\backslash} \Gamma \cap B_{\epsilon}(\underline{y})$. We thus get

$$
\text { p.v. } \left.\int_{\Gamma} E_{u}(\underline{\zeta}-\underline{y}) n(\underline{\zeta}) \mathcal{D}_{\underline{\zeta}}^{u} F(\underline{\zeta}) d \underline{\zeta}=\lim _{\epsilon \rightarrow 0} \int_{\Gamma_{\epsilon}} E_{u}(\underline{\zeta}-\underline{y}) n(\underline{\zeta}) \mathcal{D}_{\underline{\zeta}}^{u} F \underline{(\underline{\zeta}}\right) d \underline{\zeta} .
$$

Denote by $\Omega_{*}$ the interior of $\Gamma^{*}:=\Gamma_{\epsilon} \cup C_{\epsilon}^{*}(\underline{y})$, where $C_{\epsilon}^{*}=C_{\epsilon} \cap \Omega_{+}$. Then $F(\underline{\zeta})$ is ( $k-s+1$ )-monogenic in $\Omega_{*}$ and continuous on $\Gamma^{*} \cup \bar{\Omega}_{*}$ so that the Cauchy formula (applied in $\mathbb{R}^{m} \backslash \bar{\Omega}_{*}$ ) yields

$$
\sum_{u=0}^{k-s} \int_{\Gamma^{*}}(-1)^{u} E_{u}(\underline{\zeta}-\underline{y}) n(\underline{\zeta}) \mathcal{D}_{\underline{\zeta}}^{u} P_{s}[f](\underline{\zeta}, \underline{y}) d \underline{\zeta}=0
$$

We are left with the task of proving

$$
\lim _{\epsilon \rightarrow 0}\left\{\sum_{u=0}^{k-s} \int_{C_{\epsilon}^{*}(\underline{y})}(-1)^{u} E_{u}(\underline{\zeta}-\underline{y}) n(\underline{\zeta}) \mathcal{D}_{\underline{\zeta}}^{u} F(\underline{\zeta}) d \underline{\zeta}\right\}=0 .
$$

By (18), $\left|P_{s}[f](\underline{\zeta}, \underline{y})\right| \leq M \sum_{0<|j| \leq k-s}|\underline{\zeta}-\underline{y}|^{|j|}$. Since $|j| \geq 1$, it holds for $|\underline{\zeta}-\underline{y}|$ sufficiently small that $|\underline{\zeta}-\underline{y}|^{|j|} \leq|\underline{\zeta}-\underline{y}|$. Therefore, for $u=0$

$$
\left|\int_{C_{\epsilon}^{*}(\underline{y})} E_{0}(\underline{\zeta}-\underline{y}) n(\underline{\zeta}) P_{s}[f](\underline{\zeta}, \underline{y}) d \underline{\zeta}\right| \leq M \int_{C_{\epsilon}^{*}(\underline{y})} \frac{|\underline{\zeta}-\underline{y}|}{\mid \underline{\zeta}-\underline{y}^{m-1}} d \underline{\zeta} \leq M \epsilon \rightarrow 0 \quad(\epsilon \rightarrow 0)
$$

In a similar way, for $u \geq 1$

$$
\left|\int_{C_{\epsilon}^{*}(\underline{y})} E_{u}(\underline{\zeta}-\underline{y}) n(\underline{\zeta}) P_{u+s}[f](\underline{\zeta}) d \underline{\zeta}\right| \leq M \int_{C_{\epsilon}^{*}(\underline{y})} \frac{|\underline{\zeta}-\underline{y}|}{\mid \underline{\zeta}-\underline{y}^{m-u-1}} d \underline{\zeta} \leq M \epsilon^{u+1}
$$

and

$$
\left|\int_{C_{\epsilon}^{*}(\underline{y})} E_{u}(\underline{\zeta}-\underline{y}) n(\underline{\zeta}) \mathcal{D}_{\underline{y}}^{u+s} \tilde{f}(\underline{y}) d \underline{\zeta}\right| \leq M \int_{C_{\epsilon}^{*}(\underline{y})} \frac{d \underline{\zeta}-\left.\underline{y}\right|^{m-u-1}}{} \leq M \epsilon^{u}
$$

tend to zero as $\epsilon$ tends to 0 .
Then for $1 \leq u \leq k-s$ we have by (19) that

$$
\begin{aligned}
& \left|\int_{C_{\epsilon}^{*}(\underline{y})} E_{u}(\underline{\zeta}-\underline{y}) n(\underline{\zeta}) \mathcal{D}_{\underline{\zeta}}^{u} F(\underline{\zeta}) d \underline{\zeta}\right| \\
& =\left|\int_{C_{\epsilon}^{*}(\underline{y})} E_{u}(\underline{\zeta}-\underline{y}) n(\underline{\zeta})\left[P_{u+s}[f](\underline{\zeta})+\mathcal{D}_{\underline{y}}^{u+s} \tilde{f}(\underline{y})\right] d \underline{\zeta}\right| \rightarrow 0 \quad(\epsilon \rightarrow 0)
\end{aligned}
$$

Hence $K=0$ as claimed. In the same manner we can see that (14) holds for $s$ odd.

We are now in a position to state our main result, which ensures that the singular integral operator behaves as an involution on the higher order Lipschitz class.
Theorem 4.2. Let $f \in \operatorname{Lip}(k+\alpha, \Gamma)$. Then $\mathcal{S}_{k}^{2}=I$, where $I$ is the identity operator. That is,

$$
\begin{equation*}
\left[\mathcal{S}_{k}^{2} f\right]^{(j)}=f^{(j)} \quad \forall \quad|j| \leq k \tag{22}
\end{equation*}
$$

Proof. Before going to the proof, we briefly outline our strategy. We first show (22) for $j=0$ and then we take advantage of Theorem 3.2 to show (22) for all $|j| \leq k$.

Let $j=0$, then

$$
\begin{aligned}
{\left[\mathcal{S}_{k}^{2} f\right]^{(0)}(\underline{z}) } & =2 \int_{\Gamma} E_{0}(\underline{y}-\underline{z}) n(\underline{y}) \widetilde{\mathcal{S}_{k} f}(\underline{y}) d \underline{y} \\
& +2 \sum_{2 \leq s-\text { even }} \int_{\Gamma} E_{s}(\underline{y}-\underline{z}) n(\underline{y}) c_{s} \sum_{\substack{|j|=s \\
j_{i}-\text { even }}} \partial_{\underline{y}}^{(j)} \widetilde{\mathcal{S}_{k} f}(\underline{y}) d \underline{y}+ \\
& +2 \sum_{s-\text { odd }} \int_{\Gamma}-E_{s}(\underline{y}-\underline{z}) n(\underline{y}) c_{s} \sum_{\substack{|j+l|=s \\
j_{i} \text { even } \\
|l|=1}} e_{(l)} \partial_{\underline{y}}^{(j+l)} \widetilde{\mathcal{S}_{k} f}(\underline{y}) d \underline{y}
\end{aligned}
$$

Combining the fact that $\left.\partial_{\underline{y}}^{(j)} \widetilde{\mathcal{S}_{k} f}\right|_{\Gamma}=\left[\mathcal{S}_{k} f\right]^{(j)}$ with Lemma 4.1 we get

$$
\begin{array}{r}
\quad\left[\mathcal{S}_{k}^{2} f\right]^{(0)}(\underline{z})=2 \int_{\Gamma} E_{0}(\underline{y}-\underline{z}) n(\underline{y})\left[2 \sum_{u=0}^{k} \int_{\Gamma}(-1)^{u} E_{u}(\underline{\zeta}-\underline{y}) n(\underline{\zeta}) \mathcal{D}_{\underline{\zeta}}^{u} \tilde{f}(\underline{\zeta}) d \underline{\zeta}\right] d \underline{y} \\
+2 \sum_{s=1}^{k} \int_{\Gamma}(-1)^{s} E_{s}(\underline{y}-\underline{z}) n(\underline{y})\left\{2 \sum_{u=1}^{k} \int_{\Gamma}(-1)^{u} \mathcal{D}_{\underline{y}}^{s} E_{u}(\underline{\zeta}-\underline{y}) n(\underline{\zeta}) \mathcal{D}_{\underline{\zeta}}^{u} \tilde{f}(\underline{\zeta}) d \underline{\zeta}\right\} d \underline{y} .
\end{array}
$$

The involution property for the classical singular operator yields

$$
2 \int_{\Gamma} E_{0}(\underline{y}-\underline{z}) n(\underline{y})\left[2 \int_{\Gamma} E_{0}(\underline{\zeta}-\underline{y}) n(\underline{\zeta}) \tilde{f}(\underline{\zeta}) d \underline{\zeta}\right] d \underline{y}=f^{(0)}(\underline{z})
$$

Therefore, by (10) and Theorem 2.2, we are reduce to proving that

$$
2 \sum_{s=0}^{k} \int_{\Gamma}(-1)^{s} E_{s}(\underline{y}-\underline{z}) n(\underline{y})\left[2 \sum_{u=1}^{k} \int_{\Gamma}(-1)^{u} \mathcal{D}_{\underline{y}}^{s} E_{u}(\underline{\zeta}-\underline{y}) n(\underline{\zeta}) \mathcal{D}_{\underline{\zeta}}^{u} \tilde{f}(\underline{\zeta}) d \underline{\zeta}\right] d \underline{y}=0
$$

By Fubini's theorem this equation can be rewritten in the form:

$$
\begin{equation*}
4 \sum_{s=0}^{k}(-1)^{s} \sum_{u=1}^{k}(-1)^{u} \int_{\Gamma}\left[\int_{\Gamma} E_{s}(\underline{y}-\underline{z}) n(\underline{y}) \mathcal{D}_{\underline{y}}^{s} E_{u}(\underline{\zeta}-\underline{y}) d \underline{y}\right] n(\underline{\zeta}) \mathcal{D}_{\underline{\zeta}}^{u} \tilde{f}(\underline{\zeta}) d \underline{\zeta}=0 \tag{23}
\end{equation*}
$$

It will thus be sufficient to show that

$$
\begin{equation*}
Q(\underline{z}):=\sum_{s=0}^{k} \int_{\Gamma}(-1)^{s} E_{s}(\underline{y}-\underline{z}) n(\underline{y}) \mathcal{D}_{\underline{y}}^{s} F(\underline{y}) d \underline{y}=0, \tag{24}
\end{equation*}
$$

where $F(\underline{y}):=\sum_{u=1}^{k}(-1)^{u} E_{u}(\underline{\zeta}-\underline{y})$.
The function $Q$ can be handled in much the same way as $K$ in the proof of Lemma 4.1, the main difference being in the definition of $\Gamma^{*}$ and, hence, the estimations. We choose $\epsilon>0$ so small that the balls $B_{\epsilon}(\underline{z})$ and $B_{\epsilon}(\underline{\zeta})$ are disjoint. Set $\Gamma_{\epsilon}:=$ $\Gamma \backslash \Gamma \cap\left(B_{\epsilon}(\underline{z}) \cup B_{\epsilon}(\underline{\zeta})\right)$ so that

$$
\text { p.v. } \int_{\Gamma} E_{s}(\underline{y}-\underline{z}) n(\underline{y}) \mathcal{D}_{\underline{y}}^{s} F(\underline{y}) d \underline{y}=\lim _{\epsilon \rightarrow 0} \int_{\Gamma_{\epsilon}} E_{s}(\underline{y}-\underline{z}) n(\underline{y}) \mathcal{D}_{\underline{y}}^{s} F(\underline{y}) d \underline{y} .
$$

Denote by $\Omega_{*}$ the interior of $\Gamma^{*}:=\Gamma_{\epsilon} \cup C_{\epsilon}^{*}(\underline{z}) \cup C_{\epsilon}^{*}(\underline{\zeta})$. The last two sets being the intersections of $\Omega$ and the boundaries of those above-mentioned balls respectively. For abbreviation, we set $C_{\epsilon}^{*}=C_{\epsilon}^{*}(\underline{z}) \cup C_{\epsilon}^{*}(\underline{\zeta})$. Then $F(\underline{y})$ is $(k+1)$-monogenic in $\Omega_{*}$ and continuous on $\Gamma^{*} \cup \bar{\Omega}_{*}$. By the Cauchy formula (in $\mathbb{R}^{m} \backslash \bar{\Omega}_{*}$ ) it will be sufficient to prove that

$$
\begin{equation*}
\lim _{\epsilon \rightarrow 0}\left\{\sum_{s=0}^{k} \int_{C_{\epsilon}^{*}}(-1)^{s} E_{s}(\underline{y}-\underline{z}) n(\underline{y}) \mathcal{D}_{\underline{y}}^{s} F(\underline{y}) d \underline{y}\right\}=0 . \tag{25}
\end{equation*}
$$

Since $\mathcal{D}_{\underline{y}}^{s} F(\underline{y})=\sum_{u=s}^{k}(-1)^{u+s} E_{u-s}(\underline{\zeta}-\underline{y})=\sum_{u=0}^{k-s}(-1)^{u} E_{u}(\underline{\zeta}-\underline{y})$ for $s \geq 1$, the sum of integrals in (25) becomes

$$
\begin{aligned}
& \sum_{s=0}^{k} \int_{C_{\epsilon}^{*}(\underline{z}) \cup C_{\epsilon}^{*}(\underline{\zeta})}(-1)^{s} E_{s}(\underline{y}-\underline{z}) n(\underline{y}) \mathcal{D}_{\underline{y}}^{s} F(\underline{y}) d \underline{y} \\
& =\sum_{s=1}^{k}(-1)^{s} \int_{C_{\epsilon}^{*}} E_{0}(\underline{y}-\underline{z}) n(\underline{y}) E_{s}(\underline{\zeta}-\underline{y}) d \underline{y}
\end{aligned}
$$

$$
\begin{align*}
& +\sum_{s=1}^{k}(-1)^{s} \int_{C_{\epsilon}^{*}} E_{s}(\underline{y}-\underline{z}) n(\underline{y}) E_{0}(\underline{\zeta}-\underline{y}) d \underline{y} \\
& +\sum_{s=1}^{k-1}(-1)^{s} \int_{C_{\epsilon}^{*}} E_{s}(\underline{y}-\underline{z}) n(\underline{y}) \sum_{u=1}^{k-s}(-1)^{u} E_{u}(\underline{\zeta}-\underline{y}) d \underline{y} . \tag{26}
\end{align*}
$$

First, we note that the last term of (26) splits into the pair of sums

$$
\begin{equation*}
\sum_{s=1}^{k-1} \sum_{u=1}^{k-s} \int a_{s u}=\sum_{u=1}^{\left\lfloor\frac{k}{2}\right\rfloor} \int a_{u u}+\sum_{\substack{s, u=1 \\ s \neq u}}^{k-1} \int\left(a_{s u}+a_{u s}\right), k>1 \tag{27}
\end{equation*}
$$

We divide the second sum in (27) into three cases depending on the parity: when both $s$ and $u$ are even $(s, u \geq 2)$, when both $s$ and $u$ are odd and, finally, when $u$ is even ( $u \geq 2$ ) and $s$ is odd. We only show the first one since similar arguments apply to the others.

$$
\begin{align*}
& \int_{C_{\epsilon}^{*}}\left[E_{s}(\underline{y}-\underline{z}) n(\underline{y}) E_{u}(\underline{\zeta}-\underline{y})+E_{u}(\underline{y}-\underline{z}) n(\underline{y}) E_{s}(\underline{\zeta}-\underline{y})\right] d \underline{y} \\
= & M\left\{\frac{1}{\epsilon^{m-s-1}} \int_{C_{\epsilon}^{*}(\underline{z})} \frac{\underline{y}-\underline{\zeta}}{|\underline{\zeta}-\underline{y}|^{m-u}} d \underline{y}+\frac{1}{\epsilon^{m-u-1}} \int_{C_{\epsilon}^{*}(\underline{\zeta})} \frac{\underline{y}-\underline{z}}{|\underline{y}-\underline{z}|^{m-s}} d \underline{y}\right. \\
& \left.+\frac{1}{\epsilon^{m-u-1}} \int_{C_{\epsilon}^{*}(\underline{z})} \frac{\underline{y}-\underline{\zeta}}{|\underline{\zeta}-\underline{y}|^{m-s}} d \underline{y}+\frac{1}{\epsilon^{m-s-1}} \int_{C_{\epsilon}^{*}(\underline{\zeta})} \frac{\underline{y}-\underline{z}}{|\underline{y}-\underline{z}|^{m-u}} d \underline{y}\right\}, \tag{28}
\end{align*}
$$

where $M$ is a constant dependent on $s, u$ and $m$ throughout [14]. After the change of variable $\underline{y}=-\underline{t}+\underline{z}+\underline{\zeta}$, we get that the first and fourth integral in (28) are equal, and thus we are reduced to proving that its limit is zero as $\epsilon \rightarrow 0$. This observation applies to the second and third integral as well. It is clear that $h(\underline{y}):=\frac{\underline{y}-\underline{\zeta}}{|\underline{\zeta}-\underline{y}|^{m-u}}$ is continuous on $C_{\epsilon}^{*}(\underline{z})$ and thus bounded, which yields

$$
\left|\frac{1}{\epsilon^{m-s-1}} \int_{C_{\epsilon}^{*}(\underline{z})} \frac{\underline{y}-\underline{\zeta}}{|\underline{\zeta}-\underline{y}|^{m-u}} d \underline{y}\right| \leq \frac{N}{\epsilon^{m-s-1}} \int_{C_{\epsilon}^{*}(\underline{z})} d \underline{y}=N^{\prime} \epsilon^{s} \rightarrow 0 \quad(\epsilon \rightarrow 0)
$$

Hence the second sum in (27) tends to zero as $\epsilon \rightarrow 0$, and so does the first one.
Finally, we note that the estimations of those integrals in the first two sums of (26) whenever $s$ is odd and $u=0$ hold from the third case above-mentioned when we drop the assumption $u \geq 2$. It remains the case when $s$ is even (and $u=0$ ). That is,

$$
\begin{array}{r}
\quad \int_{C_{\epsilon}^{*}}\left[E_{0}(\underline{y}-\underline{z}) n(\underline{y}) E_{s}(\underline{\zeta}-\underline{y})+E_{s}(\underline{y}-\underline{z}) n(\underline{y}) E_{0}(\underline{\zeta}-\underline{y})\right] d \underline{y} \\
=\int_{C_{\epsilon}^{*}(\underline{z})} E_{0}(\underline{y}-\underline{z}) n(\underline{y}) E_{s}(\underline{\zeta}-\underline{y}) d \underline{y}+\int_{C_{\epsilon}^{*}(\underline{\zeta})} E_{0}(\underline{y}-\underline{z}) n(\underline{y}) E_{s}(\underline{\zeta}-\underline{y}) d \underline{y}
\end{array}
$$

$$
+\int_{C_{\epsilon}^{*}(\underline{z})} E_{S}(\underline{y}-\underline{z}) n(\underline{y}) E_{0}(\underline{\zeta}-\underline{y}) d \underline{y}+\int_{C_{\epsilon}^{*}(\underline{\zeta})} E_{s}(\underline{y}-\underline{z}) n(\underline{y}) E_{0}(\underline{\zeta}-\underline{y}) d \underline{y}
$$

The first and fourth integral above are the left and right Cauchy transform in $\underline{y}=\underline{z}$ and $\underline{y}=\underline{\zeta}$ respectively of the functions $E_{s}(\underline{\zeta}-\underline{y})$ and $-E_{s}(\underline{y}-\underline{z})$, which are continuous in $B_{\epsilon}^{*}(\underline{z})$ and $B_{\epsilon}^{*}(\underline{\zeta})$ respectively. Letting $\bar{\epsilon} \rightarrow \overline{0}$ yields

$$
\lim _{\epsilon \rightarrow 0}\left\{\int_{C_{\epsilon}^{*}(\underline{z})} E_{0}(\underline{y}-\underline{z}) n(\underline{y}) E_{s}(\underline{\zeta}-\underline{y}) d \underline{y}+\int_{C_{\epsilon}^{*}(\underline{\zeta})} E_{s}(\underline{y}-\underline{z}) n(\underline{y}) E_{0}(\underline{\zeta}-\underline{y}) d \underline{y}\right\}=0 .
$$

For the second and third integral, we proceed as in the first case and so $Q=0$ as desired.

We are now ready to proceed to the final stage of our proof. From Theorem 3.2, we only need to show that
(A) $\sum_{\substack{|j|=s \\ j_{i}-\text { even }}}\left[\mathcal{S}_{k}^{2} f\right]^{(j)}-\sum_{\substack{|j|=s \\ j_{i}-\text { even }}} f^{(j)}=0$ if $s$ is even.
(B) $\sum_{\substack{|j+l|=s \\ j_{i}-\text { even } \\|l|=1}}^{j_{i}-\text { even }} e_{(l)}\left[\mathcal{S}_{k}^{2} f\right]^{(j+l)}-\sum_{\substack{|j+l|=s \\ j_{i} \text { even } \\|l|=1}}^{j_{i} \text {-even }} e_{(l)} f^{(j+l)}=0$ if $s$ is odd.

Let us first prove A. After applying Lemma 4.1 twice and having in mind Lemma 3.1 and Theorem 2.2 we obtain

$$
\begin{array}{r}
c_{s} \sum_{\substack{|j|=s \\
j_{i}-\text { even }}} \mathcal{S}_{k}^{(j)}\left[\mathcal{S}_{k} f\right](\underline{z})=2 \sum_{u=0}^{k-s} \int_{\Gamma}(-1)^{u} E_{u}(\underline{y}-\underline{z}) n(\underline{y}) \mathcal{D}_{\underline{y}}^{u+s}\left[\widetilde{\mathcal{S}_{k} f}\right](\underline{y}) d \underline{y} \\
=2 \sum_{u=0}^{k-s} \int_{\Gamma}(-1)^{u} E_{u}(\underline{y}-\underline{z}) n(\underline{y})\left\{2 \sum_{v=0}^{k-(u+s)} \int_{\Gamma}(-1)^{v} E_{v}(\underline{\zeta}-\underline{y}) n(\underline{\zeta}) \mathcal{D}_{\underline{\zeta}}^{v+(u+s)} \tilde{f}(\underline{\zeta}) d \underline{\zeta}\right\} d \underline{y} .
\end{array}
$$

Since

$$
2 \int_{\Gamma} E_{0}(\underline{y}-\underline{z}) n(\underline{y})\left\{2 \int_{\Gamma} E_{0}(\underline{\zeta}-\underline{y}) n(\underline{\zeta}) \mathcal{D}_{\underline{\zeta}}^{s} \tilde{f}(\underline{\zeta}) d \underline{\zeta}\right\} d \underline{y}=c_{s} \sum_{\substack{|j|=s \\ j_{i}-\text { even }}} f^{(j)}(\underline{z})
$$

the assertion follows if we show that $J$ vanishes, where

$$
\begin{array}{r}
J(\underline{z}):=2 \int_{\Gamma} E_{0}(\underline{y}-\underline{z}) n(\underline{y})\left\{2 \sum_{v=1}^{k-s} \int_{\Gamma}(-1)^{v} E_{v}(\underline{\zeta}-\underline{y}) n(\underline{\zeta}) \mathcal{D}_{\underline{\zeta}}^{v+s} \tilde{f}(\underline{\zeta}) d \underline{\zeta}\right\} d \underline{y}  \tag{29}\\
+2 \sum_{u=1}^{k-s} \int_{\Gamma}(-1)^{u} E_{u}(\underline{y}-\underline{z}) n(\underline{y})\left\{2 \sum_{v=0}^{k-(u+s)} \int_{\Gamma}(-1)^{v} E_{v}(\underline{\zeta}-\underline{y}) n(\underline{\zeta}) \mathcal{D}_{\underline{\zeta}}^{v+(u+s)} \tilde{f}(\underline{\zeta}) d \underline{\zeta}\right\} d \underline{y}
\end{array}
$$

We check at once that (29) can be rewritten as

$$
J(\underline{z})=2 \sum_{u=0}^{k-s} \int_{\Gamma}(-1)^{u} E_{u}(\underline{y}-\underline{z}) n(\underline{y})\left\{2 \sum_{v=1}^{k-s} \int_{\Gamma}(-1)^{v} \mathcal{D}_{\underline{y}}^{u} E_{v}(\underline{\zeta}-\underline{y}) n(\underline{\zeta}) \mathcal{D}_{\underline{\zeta}}^{v+s} \tilde{\tilde{f}}(\underline{\zeta}) d \underline{\zeta}\right\} d \underline{y},
$$

which is clear from the multiplication rules for the kernels $E_{v}$.
A similar approach to that in the proof of (23) shows that $J=0$. This time the function $F(\underline{y})=\sum_{v=1}^{k-s}(-1)^{v} E_{v}(\underline{\zeta}-\underline{y})$ being $(k-s+1)$-monogenic instead. In the same manner we can see that case B holds, which completes the proof.

We note that Theorem 4.2 extends [8, Thm. 3]. From what has already been proved, it is easy to see that the operators $\mathcal{P}^{+}=\frac{1}{2}\left(I+\mathcal{S}_{k}\right)$ and $\mathcal{P}^{-}=\frac{1}{2}\left(I-\mathcal{S}_{k}\right)$ are projections on $\operatorname{Lip}(k+\alpha, \Gamma)$, that is

$$
\mathcal{P}^{+} \mathcal{P}^{+}=\mathcal{P}^{+}, \quad \mathcal{P}^{-} \mathcal{P}^{-}=\mathcal{P}^{-}, \quad \mathcal{P}^{+} \mathcal{P}^{-}=0=\mathcal{P}^{-} \mathcal{P}^{+} .
$$

Consequently, the Hardy decomposition follows:

$$
\operatorname{Lip}(k+\alpha, \Gamma)=\operatorname{Lip}^{+}(k+\alpha, \Gamma) \oplus \operatorname{Lip}^{-}(k+\alpha, \Gamma)
$$

where $\operatorname{Lip}^{ \pm}(k+\alpha, \Gamma):=\operatorname{im} \mathcal{P}^{ \pm}$. We now turn to characterize $\operatorname{Lip}^{ \pm}(k+\alpha, \Gamma)$.
Theorem 4.3. The Whitney data $f \in \operatorname{Lip}(k+\alpha, \Gamma)$ belongs to $\operatorname{Lip}^{+}(k+\alpha, \Gamma)$ if and only if there exists a $(k+1)$-monogenic function $F$ in $\Omega_{+}$, which together with $\mathcal{D}_{\underline{x}}^{u} F$, $u=\overline{0, k}$ continuously extends to $\Gamma$ and such that

$$
\left.F\right|_{\Gamma}=f^{(0)},\left.\mathcal{D}_{\underline{x}}^{u} F\right|_{\Gamma}=c_{s} \begin{cases}\sum_{\substack{|j|=s \\ j_{i}-\text { even }}} f^{(j)}, & s \text { even },  \tag{30}\\ \sum_{\substack{|j+l|=s \\ j_{i}-l \text {-even } \\|l|=1}} e_{(l)} f^{(j+l)}, & s \text { odd. }\end{cases}
$$

Proof. The proof is similar in spirit to [8, Thm 3], but here the key point is Lemma 4.1. We begin by proving the necessity. By definition, if $f \in \operatorname{Lip}^{+}(k+\alpha, \Gamma)$ there exists $g \in \operatorname{Lip}(k+\alpha, \Gamma)$ such that $f=\frac{1}{2}\left(g+\mathcal{S}_{k} g\right)$, i.e. $f^{(j)}(\underline{x})=\frac{1}{2}\left[I^{(j)}+\mathcal{S}_{k}^{(j)}\right] g,|j| \leq k$, where $I^{(j)} g=g^{(j)}$ is the identity operator in $\operatorname{Lip}(k-|j|+\alpha, \Gamma)$. Let us introduce the function $F$ given by the Cauchy type transform $F(\underline{x})=\mathcal{C}_{k}^{(0)} g(\underline{x}), \underline{x} \in \Omega_{+}$, which is $(k+1)$-monogenic in $\Omega_{+}$. Thus, for $\underline{z} \in \Gamma$ we get from (9) that

$$
F(\underline{z})=\lim _{\substack{x \rightarrow \vec{z} \\ \underline{x} \in \Omega_{+}}} F(\underline{x})=\left[\mathcal{C}_{k}^{(0)} g\right]^{+}(\underline{z})=\frac{1}{2}\left[I^{(0)}+\mathcal{S}_{k}^{(0)}\right] g=f^{(0)}(\underline{z}) .
$$

On the other hand, for $s$ even

$$
\mathcal{D}_{\underline{x}}^{s} F(\underline{x})=\sum_{v=0}^{k-s} \int_{\Gamma}(-1)^{v} E_{v}(\underline{y}-\underline{x}) n(\underline{y}) \mathcal{D}_{\underline{y}}^{v+s} \tilde{g}(\underline{y}) d \underline{y}=\mathcal{C}_{k-s}^{(0)}\left[\left.\mathcal{D}_{\underline{x}}^{s} \tilde{g}\right|_{\Gamma}\right](\underline{x}) .
$$

By (9) again and the fact that $\left.\mathcal{D}_{\underline{x}}^{s} \tilde{g}\right|_{\Gamma} \in \operatorname{Lip}(k-s+\alpha, \Gamma)$ we have

$$
\begin{aligned}
& \mathcal{D}_{\underline{x}}^{s} F(\underline{z})=\left[\mathcal{C}_{k-s}^{(0)}\left(\left.\mathcal{D}_{\underline{x}}^{s} \tilde{g}\right|_{\Gamma}\right)\right]^{+}(\underline{z}) \\
& =\frac{1}{2}\left[c_{s} \sum_{\substack{|j|=s \\
j_{i}-\text { even }}} g^{(j)}(\underline{z})+2 \sum_{u=0}^{k-s} \int_{\Gamma}(-1)^{u} E_{u}(\underline{y}-\underline{z}) n(\underline{y}) \mathcal{D}_{\underline{y}}^{u} \widetilde{\mathcal{D}_{\underline{y}}^{s} \tilde{g}(\underline{y})} d \underline{y}\right] \\
& =\frac{1}{2}\left[c_{s} \sum_{\substack{|j|=s \\
j_{i}-\text { even }}} g^{(j)}(\underline{z})+2 \sum_{v=1}^{k} \int_{\Gamma}(-1)^{v} \mathcal{D}_{\underline{y}}^{v} E_{v}(\underline{y}-\underline{z}) n(\underline{y}) \mathcal{D}_{\underline{y}}^{v} \tilde{g}(\underline{y}) d \underline{y}\right] .
\end{aligned}
$$

Lemma 4.1 then leads to

$$
\mathcal{D}_{\underline{x}}^{s} F(\underline{z})=c_{s} \sum_{\substack{|j|=s \\ j_{i}-\text { even }}} \frac{1}{2}\left[I^{(j)}+\mathcal{S}_{k}^{(j)}\right] g(\underline{z})=c_{s} \sum_{\substack{|j|=s \\ j_{i}-\text { even }}} f^{(j)}(\underline{z})
$$

as desired. The same reasoning applies to the second statement of (30) when $s$ is odd.
We now turn to the sufficiency. Assume there exists such a $(k+1)$-monogenic function $F$ satisfying (30). If we prove that $\left[\mathcal{P}^{+} f\right]^{(j)}=f^{(j)}$ for all $0 \leq|j| \leq k$, then $f \in \operatorname{im} \mathcal{P}^{+}$and the assertion follows.

Let us apply (3) to $F$ and make use of (30) to get

$$
\begin{aligned}
F(\underline{x}) & =\int_{\Gamma} E_{0}(\underline{y}-\underline{x}) n(\underline{y}) f^{(0)}(\underline{y}) d \underline{y}+\sum_{\substack{u-\text { even } \\
u \geq 2}} \int_{\Gamma} E_{u}(\underline{y}-\underline{x}) n(\underline{y}) c_{u} \sum_{\substack{|j|=u \\
j_{i}-e v e n}} f^{(j)}(\underline{y}) d \underline{y} \\
& -\sum_{\substack{u-o d d \\
u \geq 1}} \int_{\Gamma} E_{u}(\underline{y}-\underline{x}) n(\underline{y}) c_{u} \sum_{\substack{|j+l|=u \\
j_{i} \text { even } \\
|l|=1}} e_{(l)} f^{(j+l)}(\underline{y}) d \underline{y} .
\end{aligned}
$$

Combining Lemma 3.1 and Theorem 2.2 gives

$$
F(\underline{x})=\sum_{u=0}^{k} \int_{\Gamma}(-1)^{u} E_{u}(\underline{y}-\underline{x}) n(\underline{y}) \mathcal{D}_{\underline{y}}^{u} \tilde{f}(\underline{y}) d \underline{y}:=\mathcal{C}_{k}^{(0)} f(\underline{x}) .
$$

From this and (9) we obtain

$$
\left[\mathcal{P}^{+} f\right]^{(0)}(\underline{z}):=\frac{1}{2}\left[I^{(0)}+\mathcal{S}_{k}^{(0)}\right] f(\underline{z})=\left[\mathcal{C}_{k}^{(0)} f\right]^{+}(\underline{z})=F(\underline{z})=f^{(0)}(\underline{z}) .
$$

On the other hand, for $|j|=s$ with $s$ even we have from Lemma 4.1-(15)

$$
\begin{array}{r}
c_{s} \sum_{\substack{|j|=s \\
s-\text { even }}}\left[\mathcal{P}^{+} f\right]^{(j)}(\underline{z}):=c_{s} \sum_{\substack{|j|=s \\
s-\text { even }}} \frac{1}{2}\left[I^{(j)}+\mathcal{S}_{k}^{(j)}\right] f(\underline{z}) \\
=\frac{1}{2}\left[c_{s} \sum_{\substack{|j|=s \\
s-\text { even }}} f^{(j)}(\underline{z})+2 \sum_{u=0}^{k-s} \int_{\Gamma}(-1)^{u} E_{u}(\underline{y}-\underline{z}) n(\underline{y}) \mathcal{D}_{\underline{y}}^{u}\left(\mathcal{D}_{\underline{y}}^{s} \tilde{f}(\underline{y})\right) d \underline{y}\right] . \tag{31}
\end{array}
$$

We note that according to (30), the function $g:=\left.\mathcal{D}_{\underline{y}}^{s} \tilde{f}\right|_{\Gamma}=c_{s} \sum_{\substack{|j|=s \\ s-\text { even }}} f^{(j)}(\underline{y})$ reresents the interior limiting value of the $(k-s+1)$-monogenic function $\mathcal{D}_{\underline{x}}^{s} F(\underline{x})$, that is

$$
g(\underline{z})=\left[\mathcal{C}_{k-s}^{(0)}\left(\mathcal{D}_{\underline{z}}^{s} F\right)\right]^{+}(\underline{z}), \quad \underline{z} \in \Gamma .
$$

By (9) we get more, namely $g(\underline{z})=\frac{1}{2}\left[I^{(0)}+S_{k-s}^{(0)}\right] g(\underline{z})$. Consequently,

$$
\frac{1}{2} c_{s} \sum_{\substack{|j|=s \\ s-\text { even }}} f^{(j)}(\underline{z})=\frac{1}{2} \mathcal{S}_{k-s}^{(0)}\left(c_{s} \sum_{\substack{|j|=s \\ s-\text { even }}} f^{(j)}\right)(\underline{z}) .
$$

When this is substituted in (31) we finally get

$$
c_{s} \sum_{\substack{|j|=s \\ s-\text { even }}}\left[\mathcal{P}^{+} f\right]^{(j)}(\underline{z})=c_{s} \sum_{\substack{|j|=s \\ s-\text { even }}} f^{(j)}(\underline{z}) .
$$

The same conclusion can be drawn for $c_{s} \sum_{\substack{|j+l|=s \\ j_{i}-\text { even } \\|l|=1}} e_{(l)}\left[\mathcal{P}^{+} f\right]^{(j+l)}(\underline{z})$ when $s$ is odd.
Accordingly, by Theorem 3.2 the proof is complete.
For a characterization of the space $\operatorname{Lip}^{-}(k+\alpha, \Gamma)$ we look at a representation formula of polymonogenic functions in the exterior domain. Assume $f \in \mathbf{C}^{k}\left(\Omega_{-}\right) \cap$ $\mathbf{C}^{k-1}\left(\Omega_{-} \cup \Gamma\right)$ is $k$-monogenic in $\Omega_{-}, f(\infty)$ exists and $\mathcal{D}_{\underline{y}}^{u} f(\underline{y})=o\left(\frac{1}{\mid \underline{\left.\right|^{u}}}\right)$ as $|\underline{y}| \rightarrow \infty$ for every $u=\overline{0, k-1}$. Consider the ball $B_{R}(\underline{x})$ with center in $\underline{x} \in \Omega_{-}$and radius $R$ sufficiently large such that $\Omega_{+} \cup \Gamma \subset B_{R}(\underline{x})$. Then, if (3) is applied to the domain $B_{R}(\underline{x}) \backslash \Omega_{+} \cup \Gamma$ we obtain

$$
f(\underline{x})=\sum_{u=0}^{k-1} \int_{\Gamma^{*}}(-1)^{u} E_{u}(\underline{y}-\underline{x}) n(\underline{y}) \mathcal{D}_{\underline{y}}^{u} f(\underline{y}) d \underline{y},
$$

where $\Gamma^{*}=-\Gamma \cup C_{R}(\underline{x})$ and $C_{R}(\underline{x})=\partial B_{R}(\underline{x})$.

Since $\int_{C_{R}(\underline{x})} E_{0}(\underline{y}-\underline{x}) n(\underline{y}) d \underline{y}=1$, the continuity of $f$ and the identity

$$
\begin{array}{r}
\int_{C_{R}(\underline{x})} E_{0}(\underline{y}-\underline{x}) n(\underline{y}) f(\underline{y}) d \underline{y}=\int_{C_{R}(\underline{x})} E_{0}(\underline{y}-\underline{x}) n(\underline{y})[f(\underline{y})-f(\infty)] d \underline{y} \\
+\left(\int_{C_{R}(\underline{x})} E_{0}(\underline{y}-\underline{x}) n(\underline{y}) d \underline{y}\right) f(\infty),
\end{array}
$$

implies that

$$
\int_{C_{R}(\underline{x})} E_{0}(\underline{y}-\underline{x}) n(\underline{y}) f(\underline{y}) d \underline{y} \rightarrow f(\infty), \quad \text { as } \quad \mathbb{R} \rightarrow \infty .
$$

On the other hand,

$$
\begin{aligned}
|\underline{y}-\underline{x}|^{u}\left\|\mathcal{D}_{\underline{y}}^{u} f(\underline{y})\right\| & \leq \sum_{i=0}^{u}\binom{u}{i}|\underline{y}|^{i}|\underline{x}|^{u-i}\left\|\mathcal{D}_{\underline{\underline{y}}}^{u} f(\underline{y})\right\| \\
& \leq \sum_{i=0}^{u}\binom{u}{i}|\underline{x}|^{u-i}|\underline{y}|^{u}\left\|\mathcal{D}_{\underline{y}}^{u} f(\underline{y})\right\| \quad \text { as } \quad|\underline{y}| \rightarrow \infty
\end{aligned}
$$

From the assumed behaviour at infinity it follows that $|\underline{y}|^{u}\left\|\mathcal{D}_{\underline{y}}^{u} f(\underline{y})\right\| \leq \epsilon$ as $|\underline{y}| \rightarrow \infty$ and thus $\left\|\mathcal{D}_{\underline{y}}^{u} f(\underline{y})\right\| \rightarrow 0$ as $|\underline{y}| \rightarrow \infty$ for every $u=\overline{0, k-1}$. Consequently, $\mathcal{D}_{\underline{y}}^{u} f(\underline{y})=$ $o\left(\frac{1}{\mid \underline{y}-\underline{x}^{u}}\right)$ as $\overline{\mid} \mid \rightarrow \infty$. Therefore,

$$
\begin{aligned}
\left\|\sum_{u=1}^{k-1} \int_{C_{R}(\underline{x})}(-1)^{u} E_{u}(\underline{y}-\underline{x}) n(\underline{y}) \mathcal{D}_{\underline{y}}^{u} f(\underline{y}) d \underline{y}\right\| & \leq \sum_{u=1}^{k-1} \int_{C_{R}(\underline{x})}\left|E_{u}(\underline{y}-\underline{x})\right|\left\|\mathcal{D}_{\underline{y}}^{u} f(\underline{y})\right\| d \underline{y} \\
& \leq \frac{c \epsilon}{R^{m-1}} \int_{C_{R}(\underline{x})} d \underline{y} \rightarrow 0(\epsilon \rightarrow 0, \mathbb{R} \rightarrow \infty)
\end{aligned}
$$

Under the above-mentioned assumptions, we arrive at the following representation formula in the exterior domain:

$$
\begin{equation*}
f(\underline{x})=-\sum_{u=1}^{k-1} \int_{\Gamma}(-1)^{u} E_{u}(\underline{y}-\underline{x}) n(\underline{y}) \mathcal{D}_{\underline{y}}^{u} f(\underline{y}) d \underline{y}+f(\infty), \quad \underline{x} \in \Omega_{-} . \tag{32}
\end{equation*}
$$

Theorem 4.4. The Whitney data $f \in \operatorname{Lip}(k+\alpha, \Gamma)$ belongs to $\operatorname{Lip}^{-}(k+\alpha, \Gamma)$ if and only if there exists a polymonogenic function $F$ in $\Omega_{-}$vanishing at infinity satisfying $\mathcal{D}_{\underline{y}}^{u} f(\underline{y})=o\left(\frac{1}{\mid \underline{\mid \underline{\mid}}}\right)$ as $|\underline{y}| \rightarrow \infty$ for every $u=0, \ldots, k-1$, which together with $\mathcal{D}_{\underline{y}}^{u} F$,
$u=0, \ldots, k-1$ continuously extends to $\Gamma$ and such that

$$
\left.F\right|_{\Gamma}=f^{(0)},\left.\quad \mathcal{D}_{\underline{x}}^{u} F\right|_{\Gamma}=c_{s} \begin{cases}\sum_{\substack{|j|=s \\ j_{i}-e v e n}} f^{(j)}, & s \text { even, } \\ \sum_{\substack{|j+l|=s \\ j_{i} \text { even } \\|l|=1}} e_{(l)} f^{(j+l)}, & s \text { odd. }\end{cases}
$$

Although Riemann-Hilbert problems (RH for short) for polymonogenic functions with boundary data given in $\mathbb{L}_{p}(1<p<\infty)$ or $\mathbf{C}^{\alpha}$ spaces have been studied in the literature (see, e.g., $[6,10,12,17]$ ), a RH for polymonogenic functions with boundary data in $\operatorname{Lip}(k+\alpha, \Gamma)$ was first studied in [3] on fractal domains. We close this article with our approach to the RH of finding a sectionally polymonogenic function $F$ satisfying the conditions

$$
\begin{cases}F^{+}(\underline{z})-F^{-}(\underline{z})=f^{(0)}(\underline{z}), & \underline{z} \in \Gamma \\ {\left[\mathcal{D}_{\underline{x}}^{u} F\right]^{+}(\underline{z})-\left[\mathcal{D}_{\underline{x}}^{u} F\right]^{-}(\underline{z})=c_{s} \sum_{\substack{|j|=s \\ j_{i}-\text { even }}} f^{(j)}(\underline{z}),} & \underline{z} \in \Gamma, \quad s \quad \text { even } \\ {\left[\mathcal{D}_{\underline{x}}^{u} F\right]^{+}(\underline{z})-\left[\mathcal{D}_{\underline{x}}^{u} F\right]^{-}(\underline{z})=c_{s} \sum_{\substack{|j+l|=s \\ j_{i}-\text { even } \\|l|=1}} e_{(l)} f^{(j+l)}(\underline{z}),} & \underline{z} \in \Gamma, \quad s \quad \text { odd } \\ \mathcal{D}_{\underline{x}}^{u} F=o\left(\frac{1}{|\underline{x}|^{u}}\right), & \text { as } \underline{x} \rightarrow \infty \\ F(\infty)=0, & \end{cases}
$$

where $f$ is a given function of the class $\operatorname{Lip}(k+\alpha, \Gamma)$. From what has already been shown, it follows that the unique solution to this problem is given by $F=\mathcal{C}_{k}^{(0)} f$.
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