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ABSTRACT: We introduce a comprehensive framework for analyzing finite NV lattice Yang-
Mills theory and finite N matrix models. Utilizing this framework, we examine the boot-
strap approach to SU(2) Lattice Yang-Mills Theory in 2,3 and 4 dimensions. The SU(2)
Makeenko-Migdal loop equations on the lattice are linear and closed exclusively on single-
trace Wilson loops. This inherent linearity significantly enhances the efficiency of the boot-
strap approach due to the convex nature of the problem, permitting the inclusion of Wilson
loops up to length 24. The exact upper and lower margins for the free energy per plaquette,
derived from our bootstrap method, demonstrate good agreement with Monte Carlo data,
achieving precision within 0.1% for the physically relevant range of couplings in both three
and four dimensions. Additionally, our bootstrap data provides estimates of the string
tension, in qualitative agreement with existing Monte Carlo computations.
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1 Introduction

A great deal of our knowledge of the non-perturbative properties of the gauge theories
in physical three and four space-time dimensions is based on the Lattice Monte Carlo
calculations of the lattice Yang-Mills theories|1, 2|. The current state of art in this area,
thanks to the intensive use of supercomputers and modern algorithms, allows to achieve
remarkable precision for the computation of spectra of glueballs and mesons (when the quark
fields are included), with the size of lattices now attaining hundreds of lattice units [3]. On
the other hand, it seems not entirely satisfactory, both theoretically and practically, to
have the only such method at our disposal. The search for other universal non-perturbative
approaches did not lose its relevance.



Recent advancements in the field[4-8] have given rise to an innovative bootstrap method
for the analysis of matrix models and lattice theories. This approach distinguishes itself by
not merely conforming to standard assumptions such as unitarity and global symmetries
but also by integrating constraints among physical observables that are dictated by the
equations of motion. This methodology promises a more rigorous framework for the explo-
ration of matrix model dynamics. The broad utility of this novel bootstrap approach has
been rapidly demonstrated across various domains, including lattice field theories [4, 8-10],
matrix models |5, 6, 11-15], quantum systems [16-50], and even classical dynamical systems
[51-54]. This extensive range of applications highlights the versatility and robustness of
the method, underlining its significance in advancing theoretical frameworks across these
fields.

In our previous work [8], we employed the bootstrap approach to analyze SU(c0) lattice
Yang-Mills theories in various dimensions, utilizing the lattice Makeenko-Migdal equation
(MME) for the Wilson loop [55]. Initial developments in this area are due to [9]. In this
planar limit, the loop equations are inherently non-linear, leading in the context of bootstrap
to a non-convex optimization problem. To address this complexity, we implemented a
relaxation procedure in [7].

In this paper, we generalize the bootstrap procedure for the matrix models and lattice
gauge theories in the planar limit to the finite IV situation. We explore a general property
of the matrix-valued theories that, while multi-trace averages are important to formulate a
closed system of MMEs, the maximal needed number of traces under the average is N or
N — 1 (depending on the symmetries). Furthermore, higher trace variables are described
through trace identities specific to the corresponding matrix ensemble. In this paper, we
concentrate on the systems with SU(2) and SU(3) variables, where the loop equations
appear to be linear on the space of single trace and double trace averages, respectively.
For the SU(3) case, we discuss the general framework of linear double trace loop equations,
including the lattice gauge theory case, and solve via bootstrap the one-matrix model for
illustrative purposes. The rest of our paper is concentrated on the study and bootstrap
solution of the the loop equation for SU(2) lattice Yang-Mills theory. We use extesively the
fact that, in any dimension, this equation closes exclusively on the single trace Wilson loops
and is fully linear '. This linearity obviates the need for the relaxation procedures typically
required in the large N limit. With the aid of the hierarchy of Wilson loops discussed in
this article, along with the specialized program developed by us, we have maximized the
capabilities of the bootstrap procedure. This effort has culminated in the best achievable
outcomes(up to a maximum length of 24 Wilson loops), fully leveraging modern hardware
and advanced optimization software.

We believe that the linear SU(2) loop equations in the single-trace loop space which
we derive in detail in this paper, both on the lattice and in the continuum, can provide
important insights into the nature and properties of the Yang-Mills theory. We will mostly
concentrate here on the practical aspects and advantages of such linearity for the bootstrap
procedure.

'as noticed already in [56]



1.1 Main results
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Figure 1: The results of the bootstrap calculations in three and four dimensions for the
plaquette average up = trUg as a function of the coupling A = % are displayed graphically.
Blue lines represent interpolations of the upper and lower margins for the maximum length
of loops Lmax < 16 used in the bootstrap procedure for loop equations. Red lines and dots
illustrate the same for Ly.x < 24. The gray area indicates the allowed values of up for
Lmax < 8. For additional details regarding these plots, refer to Section 4.3. The dashed
lines in the figure represent the strong and weak coupling expansions, extracted from [57].
Additionally, the results from Monte Carlo simulations are depicted using purple dots |3, 58]
and yellow dots [57], each set representing data from different sources. For additional details

regarding these plots, refer to Section 4.3.
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Figure 2: Illustration of the different terms in the loop equation (1.4).

This paper proposes a general framework for bootstrapping finite NV lattice Yang-Mills
theory and finite N matrix models, highlighting the crucial role of multi-trace variable
truncation. Specifically, the number of independent multi-trace variables is bounded, with
higher-number trace variables expressed as linear combinations of a subset of multi-trace
variables. These truncations, allowing reduction of any multi-trace SU(N) variables to
a linear combination of only N — 1, N — 2,..., 1-trace variables, are demonstrated here
through the following trace identities for SU(2) and SU(3):

trUtrV = trtUV + ttUVT, YU,V € SU(2) (1.1)

trUtrVirW = —teWVU — trtUVW + trUtrVW + trUVtrW + ttUWtrV

(1.2)
+ UV UtW — eUTVUTW, YU,V,W € SU(3)

We then explored the dynamics of multi-trace Wilson loops, captured by multi-trace
loop equations, both on the lattice and in the continuum. For SU(2), the trace identities
simplify the representation of every double-trace Wilson loop to a sum of single-trace Wilson
loops defined as an averaged trace of the product of group variables U, on the links /,, along
the lattice contour C?:

=(Tr [ 0 (1.3)

el

The specific form of the SU(2) Makeenko-Migdal loop equations for the Wilson lattice

2Here and in the whole article, we use the notation that Tr = %tr, so the normalization of the identity
equation has Trl = 1.



action (2.15) is compactly represented as:

]. ]. 1+V-V/ ) ].
Y [WeleC) = Wiol 00 +5 D (—)TE (W(c;}zo ;?3,>+2W<C>)
pA+v U~ eC

where C o C’ denotes the composition of two contours (joint at a given common link),
!
Oy

index takes the values £1,42 ..., +d (sign is related to the orientation of the link w.r.t

is a plaquette which includes the link [ and has the orientation v, u, where any Greek

gauge variable), C means the contour C with the flipped direction (conjugation of the
corresponding Wilson path). The notation Zl; ~, denotes the summation over links in
the contour C that coincide with [, on the lattice. Importantly, this summation explicitly
includes [, itself. The variations and specific instances of this summing process are visually
depicted in Figure 2, while a more detailed and explicit mathematical formulation can be
found in Section 2.

We also derive the finite N Makeenko-Migdal equation in the continuum, focusing here
on the SU(2) case, where the continuous loop equation is [56] 3:

S iy V(O = 5 § b= | gwe)+w (cec?)| )

This situation is simpler than that of the 't Hooft limit previously studied, where
double-trace Wilson loops are products of single-trace Wilson loops due to large N fac-
torization. There is no need for relaxation in the bootstrap scheme, which is typically
required due to the non-convex nature of the large N loop equations. The inherent lin-
earity of the SU(2) loop equations renders the entire bootstrap procedure convex from the
very beginning.

The paper concludes with a detailed examination of SU(2) lattice Yang-Mills theory
across two, three, and four dimensions. A major technical achievement of this work is
the significant extension of the maximum length of Wilson loops involved in our boot-
strap procedure — up to 24 lattice units for the 2D, 3D and 4D cases. The hierarchy
system employed, which categorizes Wilson lines by level and selects operators accordingly,
has markedly increased the precision of computations for Wilson averages of small loops.
Notably, the margins for the plaquette average in three and four dimensions within the
physically relevant coupling range achieve a precision of the order of 0.1%. These findings
are depicted in Figure 1, showcasing results for three and four dimensions, respectively.
Additionally, using interpolation of the Creutz ratio, we extracted string tension data. Al-
though these results do not match the precision of Monte Carlo simulations due to the
limited loop size (maximum 2 x 3), they are qualitatively sound.

3Derivation of such equations on the lattice and in continuum, and in particular of the SU(3) loop
equation, is deferred to Section 2



2 Loop equations

Our bootstrap approach is aimed at the expectation values of multi-trace quantities within
the given matrix ensemble. Our method differs from scenarios involving the 't Hooft limit,
where, due to the large N factorization of multi-trace averages, the loop equations close on
the single-trace space* [4, 8.

To mitigate the limitations associated with finite N, we propose the use of trace iden-
tities for multi-trace operators. Several of the trace identities discussed in this section were
originally derived in [59, 60]. These identities effectively limit the space of multi-trace av-
erages to those containing no more than N traces, with the specific reduction contingent
upon the random matrix ensemble being studied®.

Following the discussion of trace identities, which fundamentally address the kinematics
of loop variables, it is clear that these identities are distinctly influenced by the specific value
of N in a non-trivial manner. As the first step of our approach, we derive the multi-trace
loop equations, which concern the dynamics of the loop variables. Our derivation will
concentrate on two models: initially, the SU(3) one-matrix model, which will serve as an
illustrative example, followed by the lattice Yang-Mills theory employing the Wilson action.
These equations are quite universal and their structure depends on NN in a trivial way.

2.1 Finite N trace identities

The trace identities we consider here are quite general. We begin with a discussion of the
case of general matrices in GL(N). An useful observation follows:

enazantihibabyn b | N ENAONTL — 00 YA, My € GL(N) (2.1)

Additionally, we can express the product of the e tensors in terms of the Kronecker delta
symbols:
biba...b P
M azaN 1 brba N — 5 5 5aN+1bN+1 + Z (-1) 5a1p(b1)5a2p(b2) o 6aN+1P(bN+1)
P#id
(2.2)
The sum runs over all permutations of the b indices, excluding the identity permutation.
Combining these formulas, the first term in Equation 2.2 leads to a N + 1 trace variable,
while the remainder includes terms with IV traces or fewer:

trMytrMy .. trMy41 = — Z (—1)P5alp(b1)5a2p(b2) - 5aN+1P(bN+1)M1alb1 - MKﬁ_ﬁleJrl
P#id
(2.3)
As an example, for GL(2), we get:

tI‘MltI'MQtI‘Mg = 7‘51‘M3M2M17tI'M1M2M3+tI‘M1tI'M2M3+tI‘M1M2tI‘M3+tI‘M1M3tI‘M2 (24)

4For more complex physical quantities, such as glueball correlation functions, multi-trace averages are
necessary.

5Tt will be beneficial to further clarify the relationship between the trace identities presented in our study
and those associated with finite N discussed in [61, 62].



This indicates that in the case of GL(2), the trace variables generally truncate at double
traces.

More interestingly, for the subgroups of GL(N), there is evidence suggesting that the
truncation of multi-trace variables can be further refined. For SU(N) and SO(N), the
unimodularity condition further applies:

1
1 = DetU = DetU' = ﬁea1a2-~-weblb2~~’wUTalbl .. Utendy (2.5)
We multiply both sides of the previous equation by the following term

1
cica...cy dids...dnTreidy yrc2ds cndN
—N'e € U Viz™ . VY (2.6)

and finally, we obtain:

66182...CN€d1d2...dNUcldl ‘/]-CQdQ o ij]]idljv
(2.7)

N (6¢11¢12~~~0N60162~~CN)(€b1b2mbN€d1d2-~dN)Ucldl VTQdQ o V]\C/JXC{N UTalbl o UTaNbN
For similar reasons as outlined in (2.2), the left-hand side of (2.7) contains only one N-
trace variable. Upon contracting the e tensors, €*192@N f1¢2::¢N and b1b2.-bn edida-dn = the
right-hand side contains at most (N — 1)-trace variables. This reduction occurs because U
and U always contract to yield a trivial trace, trl. As examples, for SU(2) and SU(3), we
obtain the identities (1.1) and (1.2) which will be extensively used in this paper.

Therefore, unlike the general case for GL(N) where the trace variables truncate at N
traces, for SU(N) and SO(N), the trace variables truncate at N — 1 traces.

2.2 Loop equations for the one-matrix model

For illustration purposes, let us first consider the "single plaquette" toy model for the SU(3)
matrix ensemblef:

7 — /DUe]/\\](trUJLHrU) (28)

This model represents the simplest non-trivial unitary matrix model, characterized by a
real action. Despite its apparent simplicity, the model holds practical physical significance
as it describes the dynamics of a single plaquette Wilson loop in a two-dimensional lattice
Yang-Mills theory|63, 64].

In light of the trace relation (1.2) derived in the last section, the space of loop variables
truncates at double-trace, and the triple-trace operators are a linear sum of the double-trace
operators:

. . 2 o 1 . . 1 o 1. )
TeU ' TrU? TrUF = —§TrU’+J+k + gTrUZTrU”k + gTrU“” TeU" + §Tr’+’“TrUJ

1

1 j—1 k—1 j+k—2i (29)
+ 5 TrUI RO STy, YU € SU(3)

SWe gather a concise summary of the exact solution of this model for SU(N)/U(N) in Appendix A, and
provide a general treatment of the SU(N)/U(N) multi-trace loop equations in Appendix B.



Here, the derivation of the double-trace loop equation stems from the condition that
the shift in the probability measure must vanish (n > 0):

/ DU 6. (U;bTrUm&(“U”“U)) =0 (2.10)
with the definition of the variation:
8c(Uap) = Uap + i€acUsy,  8(US,) = UL, — iU ew (2.11)

Here € is an arbitrary traceless Hermitian 3 x 3 matrix. Expanding (2.10), we get:

n—1
A . N
U Ui+ ULUR U™ + L Ua U™ (Uge Ul))y=0 (2.12)
=0

m
6cd<N

We observe that if €. X 4. = 0 for any traceless €, then it follows that Xg. = %(5ch 7f, from
which we can derive:

n—1

m ; n—1i m N n m
(el + D UseUgy " TeU™ + U TeU™ (Ue — Ul))
i=0 (2.13)
m n m n n m N n m
= dae( Uy TeU™ + Uy TeU™ + —=Ugy TeU™ (TeU — TeUT))

Upon contracting both sides with ﬁéac&)d, we arrive at the final form of the loop equation:

n—1
. 4 1
(L TRU™ 3 U U RO 4 ST (DU - T )
N2 — A (2.14)

_ <m]\;nTrU”TrUm + %TrU”TrUm(TrU — TyU"))

The current double-trace loop equation is generally applicable to the SU(N) matrix model.
For the U(N) matrix model, however, the left-hand side of the equation vanishes. By
incorporating the trace identity (2.9), which is specific to SU(3), we get the loop equation
that truncates at the double-trace variable level.

2.3 Multi-trace Makeenko-Migdal loop equations

In this section, we derive the general multi-trace Makeenko-Migdal loop equations for SU(N)
and U(N) lattice gauge theories employing the Wilson action. The outcomes of this analysis,
when integrated with the trace identities previously discussed, demonstrate that the loop
equations for SU(N) lattice gauge theory close among (/N — 1)-trace variables. Conversely,
for U(N) lattice gauge theory, closure occurs among N-trace variables.

The partition function for SU(N) and U(N) lattice Yang-Mills theories across different
spacetime dimensions is given by:

N
Z = /DU exp (—S), where S = DY zp:trUp (2.15)



Here, U, represents the product of four group variables along four links that form a plaque-
tte, with the summation extending over all orientations of all plaquettes. In two spacetime
dimensions, our normalization ensures that the dynamics of the single plaquette Wilson
loop, as specified by (2.15), are equivalent to those in the one-matrix model (2.8)7. Fur-
thermore, our normalization relates to 3, as defined in [3], by:

8= LNQ (2.16)

The multi-trace loop equation corresponds to the vanishing of the following variation:

Oz/DU&_( Clx, pu,v abH (TrW [Ci]) exp (— S)) (2.17)

Here for the goal of deriving the loop equation, we are considering the following Wilson
path:

WIC(x, 11, V)], = (Ux,u...UH, UynUys Ul ,,)ab (2.18)
That is a specific Wilson path with open indices, starting at = with p direction and ending

with —v direction, at the same point x. Here J. is defined by taking the following variation
on Uz7u8, whereas all the other link variables are unchanged:

U = T+ i€)Usy, U, = UL, (I—ie), e =e (2.19)

If we are talking about the SU(N) group instead of U(N), we need also to impose the trace-
lessness condition tre = 0, which guarantees that the group element remains unimodular.
Under this variation, we notice that the action is changed by”:

N
3e(S) = —iyecd Z (Up(x,u,u) — Up(z, p, V)T)d (2.21)
vEtp ¢
Applying these variations to (2.17) we can get the loop equation in the following form:
6cd<14dc,ab> =0 (222)

where Ageqp reads:

[[mwic <5acW [Cla, o )]ay + Z (@, p1ym) = Upla, iy m)') , WIC (s 11, 1)) 4y +
1=1 nF#Etp

Z w [Cyl(x Hy — 7)] w [Cy2 (, o, V)}db - Z w [Cyl(xv H, N)]ac w [CyZ (z, g, ’/)]db>

Uyn=Uz,p Uy,r,:U;fwM
m
Yo Wlalrp =g = Y Wlalw. e mlge | W p0)ly [T (
Uy n=Uaz,u Uy,n= Uw,u i=1,i#n
(2.23)
"Which does not apply of course to more complex loops in 2d, see [65-67].
8We notice that in this notation, U;’M =Usip,—p-
9To help set up our notation, we further explain that here:
U, Z, dec = Uz Uz VUa: v, Uz v,—v
(T, 1, 1) wYap, +utv,—pYzt (2.20)

Up(z, , )dc =Uz,wUs+o, ”U;ﬂi ,,,UJr = Up(z,v, 1) de
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Figure 3: Illustration of the different terms in the loop equation (2.26).

We further notice the fact that due to the arbitrariness of €, we have:

dde
<Adc,ab> = 5G%<Aee,ab> (224)

Here s¢ is given by
1, G=SU(N
sqg = (N) (2.25)
0, G=U(N)
which takes into account that € must be traceless for SU(N) gauge group.
We further contract both sides of (2.24) by ﬁéacébd, and finally get the loop equation
in the form:

Aia + Avar + Aspiit + Ajoin = 0 (2.26)
where we denoted:
1 —n- i(nig — i i
Aig = <1 S G Skl +NZQ:Z (niy —n )> (TW [Cla, ) [[TEW[C]), (2:27)
i=1

A= ST TW(E] S (TW Uyt im)C] ~ T [Tt )] ))
1=1 nF#Ltu

~ STG<H ™wic) Y (Trw [U,(z, 11, m)] TIW [C] — TeW [Up(a:, M)*} W [C])>
=1

nFELp
(2.28)

~10 -



Figure 4: The lowest order single-trace loop equations.

1 m
Ajoin = W< Z ToW [Cr(x, , —1—) 0 C] — Z ToW [Cr(x, 4, 1) © C] H oW [C]),
Uy,n=Uz,u Uym:U;r-,u i=1,i#n
(2.29)

m
Agie = (JJTWIEC] [ Y. TWECAITW[Cpal — > TIW[Cpa] TEW [Cye] |)-
i=1 Uy,n=Uz,u Uy,,,:U;,H
(2.30)

The term Ajq is proportional to the multi-trace Wilson loop under consideration. Here
the terms ny and n_ denote the number of overlaps with the link U, , in the contour
C, depending on whether their direction aligns with p. Similarly, n; 4 and n; — represent
the number of overlaps with the link U, , in the contour C;. Ay, is the only part that is
dynamical, in the sense that it depends on the content of the Wilson action. We notice
that in the second line of (2.28) vanishes for SU(2) due to the trace identities (1.1). Agplit
and Ajein describe the splitting and joining of the Wilson loops. These terms are illustrated
in the Figure 3. We stress that the loop equation we derived so far is independent of the
specific value of N. Practically we will set m = N — 2 for SU(N) group and m = N — 1
for U(N), substituting the finite N trace identities we discussed in Section 2.1 to the term
Agpiit and Ay, finally getting the loop equation that is closed on the (m + 1)-trace Wilson
loops.

For the specific case of SU(2) lattice gauge theory, which is extensively discussed in
this article, we observe that the loop equation derived above can be further simplified. This
simplification is achieved by substituting the trace identity for SU(2), as shown in (1.1):

1 V'V/ 1
3 [Wlehie ) -wihoc,)] +5 3 (0" (Wiee o)+ 3w(©0) =0
Aty Il EC

(2.31)

Here, we specifically emphasize that the sum over I, ~ [, € C includes [, itself.

For illustration purposes, we present here the lowest-order single-trace loop equations

— 11 —



Figure 5: Lowest order back-track loop equation.

in a two-dimensional lattice, which correspond to the variation of the Figure 4:

0=1 -1+ — - + (1 — 56

(2.32)

SG
g B uEEE

2.3.1 Back-tracks and redundancies

Backtracks play a rather subtle role in the formulation of the loop equations. They are
defined by a string of Wilson lines (or even a backtrack “tree" growing from a vertex of the
contour) that are equivalent to group identity due to unitarity. Backtrack loop equations
originated from a variation on a “cut" Wilson line, i.e. such that it has open indices inside
it. Figure 5 shows the lowest order backtrack loop equation in a two-dimensional lattice:

S S — + - =0 (2.33)

More general situations contain a backtrack longer than the length one as shown in Figure 5,
the backtrack can also overlap with the non-backtrack part of the Wilson loop. From the
current study of SU(2) lattice Yang-Mills theory, we have around one-third to half of the
loop equations of the backtrack type. They play an essential role in constraining the space
of (multi-trace) Wilson loops.

Another subtlety of the backtrack comes from the fact that it is equivalent to identity,
so it can be inserted at any point of the Wilson loop. Combined with (1.1), we can expand
the following double-trace Wilson loop to a combination of single-trace Wilson loops. Take
as an example the double-trace Wilson loop corresponding to two loops:

(2.34)

- 12 —



There are many different ways to insert here the backtracks and reduce them to a combi-
nation of single traces, e.g.:

2 _ + (2.35)

2 = ]t (2.36)

These insertions of the backtracks indicate that there are some kinematic redundancies

in the space of Wilson loops. Similar kinematic redundancies also appear for double-trace
Wilson loops for SU(3) lattice Yang-Mills theory. In addition to the redundancy arising from
back-tracking, we observe inherent redundancies in the SU(3) trace identities (1.2). Given
that the left-hand side of the equation remains invariant under permutations of U, V', and
W, it is straightforward to apply permutations to the right-hand side. This process enables
us to delineate the equations that identify redundancies among double-trace variables:

trU VirUTW — teU'VUTW = VIO VIW — teVIUVIW, YU, V,W € SU(3) (2.37)

2.4 Makeenko-Migdal loop equations in the continuum

In this section, we study the Makeenko-Migdal loop equations |55| for the U(N) and SU(N)
groups, within the context of Yang-Mills theory. The action for this theory is defined as:

1

S = “iP A% tr(F,, F™), where F, = 0,A, — 0, A, + [A,, A,). (2.38)

Our focus will be on multi-trace Wilson loops, which are key observables in this theo-
retical framework:

W(Ci,...,Cp) = (TrPexp <% A“dw“> ... TrP exp <% A#dx“)) . (2.39)
C1 Cn

While our primary emphasis will be on the single-trace and double-trace Wilson loops, the
principles discussed can be extended to higher-trace loops.

We begin by examining the scenario for U(N) and subsequently explore the more intri-
cate cases of SU(N), specifically SU(2) and SU(3). Our analysis will demonstrate that for
these groups, the loop equations close respectively on single-trace and double-trace Wilson
loops, illustrating the nuanced dynamics of these gauge theories.

From the fundamental principle that the functional integral of a full derivative vanishes,
we derive the U(N) Makeenko-Migdal Loop Equation, details of which are extensively
discussed in the literature [56, 59, 68]:

0 4]

v — @)y — 1) ) 2.4
81’H (50'“V(.Z') W(Cw) A %C’ dyl/ 5 (.’L’ y) W(ny ’ ny ) ( O)

~13 -



In this equation, do,, represents the area derivative, a concept crucial to the formulation
of loop equations in gauge theories. The operator %ﬁi(m) and further details on loop
kinematics can be found in [59, 69, 70].

Building upon the methodology applied in the single-loop case and the lattice scenario,
we derive the following U(N) loop equations for the double-loop Wilson average:

0 9
0z, 00, ()

~ ) f dyy 09 (5 — ) W(CD, D ) + % f dyy 6D (2 — y) W (Coyo C1)) (2.41)
C C

Ty yx

W(Cy, C') =

In this equation, Cyy o C?;y denotes the recomposition of two contours into a single loop at
the point where they intersect, x = y. This result illustrates that the U(N) loop equations
naturally extend to encompass multi-trace configurations, effectively demonstrating that
these equations close on N-trace Wilson loops.

Our exploration of the SU(N) loop equations begins with the observation that the U(N)
Wilson average can be decomposed into two independent components when considering the
decomposition U(N) — SU(N) x U(1):

W(C)=W(C)-w(C) (2.42)

Here, W (C) satisfies the Makeenko-Migdal loop equation as expressed in (2.40), and w
adheres to the abelian loop equation:

o 5 7

() = L w(0) fc dyy 5D (z — ) (2.43)

Txu 0o (x) v N

Applying the area derivative, which acts as a linear operator, we leverage the geometric

derivative %m to both parts of the decomposed Wilson loop. This application yields
the following combined equation for SU(N):
0 0 0 1) ~ g% -
——W(C,) =w(C)m——W(Cy) + == W(C)w(C dy, 6D (2 —
e sy V(o) = (O oS W(C) 1 W (Chu ) 6@ )

(2.44)

Upon applying the U(N) loop equations (2.40) and utilizing the factorization (2.42),
we simplify the right-hand side (r.h.s.) and, by cancelling w(C') on both sides, derive the
SU(N) loop equation for the single-loop Wilson average:

0 ]

0z, 80, (2) ay “ya

W(Cy) = A 740 dy, 6D (z —y) [ (CD, @) — %W(C) (2.45)

This equation indicates a refined understanding of the non-abelian contributions specific
to SU(N) without the influence of the U(1) component.

Similarly, for the connected double-loop Wilson average for U(N) gauge theory we also
have the factorization:

W)y (C, C") = Wsr(vy(C, C") - w1y (C o C') (2.46)
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We apply the same procedure to the factorized double loop as we did for the single loop,
leading to the following SU(N) double-loop loop equation:

o 5 - o
e 5o (O ) =

- 1 -
= fc dy, 6 (z —y) [W(Cm Ci2.C) = 5 WI(C, 0’)} +

Ty
. 1 -
+ A f{ dy, 6D (z — y) { W(CoroCyy) = 15 W (C, C’)} (2.47)

Utilizing the trace identities elaborated in Section 2.1, we arrive at the general conclusion
that the SU(N) loop equations close on (N — 1)-trace variables. This principle significantly
simplifies the mathematical framework for gauge theories by reducing the complexity of
multi-loop interactions to more manageable forms.

Specifically for the SU(2) case, the application of the trace identity (1.1)—expressed
here as:

W(Cl,CQ) = W(Cl OCQ)+W(01 O@) , (248)
transforms the loop equation (2.45) into a closed form within the single-loop space. The
revised loop equation is:

0 1) by 1 _
AT == @Dz —y)| = 1) o @
T (m)W(C’z) 5 fc dy, 67 (z — y) [ SW(C) + W (ny o Oy )] (2.49)

In this equation, the notation o denotes the composition of two loops at open indices into
a single-trace loop, and the overbar (7) indicates the inversion of the ordered product, akin
to the Hermitian conjugation of the Wilson line.

For SU(3), the loop equations can similarly be closed on the double-loop space, thanks
to the identity (1.2), which for this scenario is expressed as follows:

1 1 1
W(C1,Cs,C3) = gW(Ch Cy0C3) + gW(C% C10C3) + gW(Cs, Cy0Cs)—
1 1 1 — —
— §W(Cl o(Cyo 03) — §W(Cl o(C30 CQ) + gW(Cl 0(C3,C50 03)
1 _ _
- §W(Cl (¢] 03 (¢] 02 o 03)

Applying this identity to the first term in the second line of (2.47), we derive a refined
expression for the double-loop interaction:

- 1.~ 1.~ 1~

W(CE), G2, ) = SW(CY), G 0 ) + SW(CE), O 0 C) + SW(CY) 0 ), €)=
1~ 1~ 1~ — —

- §W(C§C;> o CiP o) - §W(C§§) o Ci o C") + §W(c§3;> o C",C{% o C")

1 - _ _
— §W(C§;> 0 ("0 C2) o C7)

Although contour C” does not necessarily intersect the point z = y, we can conceptually
connect it by introducing a backtrack path 'y, ® I',;, leading to the redefined interaction:

W, c? cy=w(eW),c® T,,0C, ol.,) (2.50)

Ty yx Ty yx
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Then, applying the identities outlined above, we can effectively reformat the three-loop
average into a combination of one- and two-loop terms, as shown on the right-hand side
of the last identity. This substitution leads to the SU(3) loop equation for the Wilson
averages, effectively closing the loop equations on the 1- and 2-loop space. Here, we will
not make this substitution for the sake of brevity.
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3 Positivity

In the bootstrap method under consideration, the assertion of positivity is contingent upon
the specific definition of the inner product within the operator space or subspace. More

precisely, consider an expansion of operators in a given basis:
0=> o0 (3.1)
i

Assuming a well-defined inner product in the operator space, the resulting matrix of the

quadratic form of the scalar product is guaranteed to be positive semidefinite:
(0]0) = (0TO) = a*"Ma > 0, Ya & M = 0. (3.2)
Here, the matrix M is defined by the entries:
Mi; = (0]0;) (3.3)
Note that in this context, t denotes the adjoint operators under the specified inner product.

3.1 Hermitian conjugation

This positivity condition is particularly evident when the measure is positive (i.e., devoid
of a sign-problem). It is also the most well-understood category of positivity utilized in
the bootstrap approach. In addition to the inherent positivity of the measure itself, this
category encapsulates crucial information about the measure space |7, 71]. The resolution
of the Hamburger moment problem exemplifies this principle.

Concretely, the positivity condition for this category is expressed as follows:

(0|0) = / duO*0 > 0 (3.4)

where * denotes complex conjugation. Despite its seemingly straightforward appearance—as
a result of integrating a positive function over a positive measure—this positivity condition
can be remarkably potent, given its validity for any O. The convergence of the bootstrap
approach, predicated solely on the positivity of Hermitian conjugation, has been demon-
strated in several model examples [7, 71].

In the context of the matrix model, we articulate the following positivity condition:

1
Nm

( (Z 10,301,018, - - -Om,ambm)T(Z (0,}O1,a1b; - - - Omambn)) = 0 (3.5)

{0:} {0:}

where O; represents specific matrix operators and a;, b; are their respective matrix indices,
which are summed over. The coefficients list ayp,} is arbitrary here, as in (3.2). The con-
dition (3.5) encapsulates m-traces operators. Intuitively, it appears sufficient to consider
m = N — 1 for the SU(N) matrix model and m = N for both the U(N) and more generally
the GL(V) matrix models, as these configurations correspond to the truncation points of
the loop equations. Further numerical analysis of the SU(N) toy model (2.8) indicates
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that the imposition of N-traces positivity conditions does not introduce additional con-
straints beyond those imposed by (N — 1)-traces positivity conditions. A more systematic
exploration of this truncation phenomenon remains an open question.

As an example, for the SU(3) version of the toy model (2.8), with a truncation TrU*TrU?, |a|+
|b| < 2, we have the following positivity condition:

T T
Ua1b11a2b2 1a1b1Ua2b2 1a1b11a252 1a1b1Ua252 Ua1b11a2b2

Ubyay Lbgas 1 (tU™U)  (TeU) - (TeU?%)  (TxU?)

Loy, Upyas | (TYUTTYU) 1 (eUy  (TeU?)  (TxU?)

1b01 Logay (TrU) (TrU) 1 (TrU) (TrU) = 0. (3.6)
Lo Ul | (TiU?)  (TeU?)  (TxU) 1 (TeUTTU )

Ul Lhey \ (02 (To02)  (MU)  (TUITU) 1

A more intricate example can be found in the following scenario, which outlines the
positivity condition for the 2-dimensional lattice Yang-Mills theory. Here, all open Wilson
lines initiate and terminate at the origin, marked by a red dot, and are subject to a length
cutoff = 4. This configuration corresponds to a 9 x 9 matrix that includes 6 independent
Wilson loops:
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Figure 6: Here are examples of site-reflection, link-reflection, and diagonal-reflection. It is
important to note that the intersection of the Wilson path with the reflection plane 7 does

not necessarily occur at the same point, as illustrated in the figure.

3.2 Reflection Positivity

The study of reflection positivity was initiated in the context of constructive quantum field
theory [72, 73|, where it comes as a part of the condition to guarantee that a Euclidean
field theory defines a consistent relativistic quantum field theory through wick rotation.
The conformal bootstrap[74, 75]'° and the infrared bound[78] are among the most fruitful
applications of reflection positivity.

As illustrated in Fig 6, it is widely accepted that there are three known types of
reflection positivity in lattice Yang-Mills theory on the square lattice: site-reflection, link-
reflection|79], and diagonal-reflection[8]. The inner product defined by the reflection is
straightforward in the subspace of operators located on the positive side of the reflection

plane:!!

(OF)0F) = (0T60™) (3.8)

In the infrared (IR) regime of the theory, this same inner product undergoes a transforma-
tion via Wick rotation to become the inner product of the physical Hilbert space[79].

As an example, below is a closer investigation of the diagonal reflection positivity.
It treats the diagonal of the square lattice as the surface of quantization. The reflection
operation defined on a lattice site with lattice coordinates (z1,z2,...,x,) is formalized as
follows:

O(z1,x,...,xn) = (T2, 21, ..., %) (3.9)

For recent developments in this field, see [76] and [77], which provide comprehensive updates and
insights into current research trends.

1The positive side of the reflection plane can be chosen arbitrarily. It is marked by “+" superscript for
the corresponding operators.
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eU,.

Figure 7: An example of plaquette who intersect with the reflection plane .

This operation swaps the first two coordinates while leaving the remaining coordinates
unchanged, reflecting the site across the line or plane that interchanges these dimensions.

For a unitary matrix associated with a link on the lattice, the reflection transformation
is defined as follows:

OUsmsy = U, e, (3.10)

The proof of the reflection positivity is straightforward. We begin by noticing the
following fact:

/DU0+@O+ = /DU+O+/DUT@O+ =|| /DU+O+ >0 (3.11)

Here OF can be arbitrary operators located in the positive side of the reflection plane, or
in our case as in Fig 7: x9 > x7.

To consider the expectation value with the Wilson action, we notice that the main
obstacle is the terms Sa in the action that are represented by the plaquettes intersected
(along their diagonals, as in Fig. 7) by the reflection plane

/DU(’)JFGO+ exp(— /DU(9+@(9+ exp(—S+ —OS5_ 4 Sa)
(3.12)
— [ DUO" exp(~5,)0(O" exp(~S.)) exp(~Sa)
But this is appears not a problem once we notice that:
exp(— H exp( TrU H exp( TrU+@U+) (3.13)

PEA pEA

Here the product of p € A means the product of all the plaquettes intersecting the reflection
plane . Expanding the exponent and the infinite product, we see that this term is a positive
sum of terms of the form O*©O™, which means that the whole expression (3.12) is positive.
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3.3 Symmetry Reduction

The primary advantage of the bootstrap approach is that it naturally takes into account the
symmetries of the theory. This feature has been observed in such subjects as the conformal
bootstrap and S-matrix bootstrap [80-83]. In the context of the bootstrap approach dis-
cussed in this project, the symmetries of the model under consideration are often manifested
in the inner products defined as follows:

((g001)l(go02)) = (01|0z), Vg € G (3.14)

Here, g o O denotes the transformation of the operator O under the symmetry group G,
typically representing a reducible representation of this group.

Thanks to Schur’s lemma, we know that due to group-theoretical reasons, the operators
belonging to different irreducible representations of the symmetry group must be orthogonal.
Consequently, the positive semidefinite matrix defined in (3.2) becomes block diagonal,
where each block corresponds to an irreducible representation. However, these blocks can
be further decomposed using the methods of Invariant Semidefinite Programming'?. More
specifically, suppose the space of operators forms a reducible representation of the symmetry
group G with the following expansion into irreducible representations:

D
V= @Rep?m’“, (3.15)
k=1

where my, is the multiplicity of a given irreducible representation Rep,. The block corre-
sponding to this irreducible representation then has dimensions my x my. It is noteworthy
that the final dimension of the positivity matrix is ), my, rather than dimV = %", dpmy. '3

Implementing this symmetry reduction is analogous to projecting the physical state
with respect to spin and parity in conformal or S-matrix bootstrap. The systematic steps
to obtain the projector are outlined as follows [7]:

1. Identify a specific realization of every irreducible representation (irrep) of the invariant
group using GAP software [85].

2. Apply the algorithm proposed in [86] to find an equivalent real representation, if the
irrep provided by GAP is complex.

3. Decompose into such irreps using the projector to Rep; [87]:

_ dim(Repy) -1
Paa,k = dim & gzg;raa(g )g (3.16)

Here, r,p represents the matrix elements of a real representation identified at step 2,
with o, § = 1,2,...,dim(Rep,). By setting o = 1, P, = p11, serves as a projector
to Repy.

12For example, the interested reader could refer to [84].

Y3This can be understood from the classical example of a Hamiltonian with SU(2) symmetry, where
states with the same [ but different m possess identical energy eigenvalues. In such cases, the lesson is
that positivity among the highest weight vectors already captures all necessary information regarding the
positivity.
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Dimension || Hermitian site&link diagonal re-
Conjuga- reflection flection
tion

2 By x Zo Zo X Zo Zo X Zo
3 B3 X Z By x Z3 z3
4 By x Zy B3 x Zy By x Z2

Table 1: Invariant groups of correlation and reflection matrices.

Some remarks follow:

e At the second step, the preference for a real representation stems from the advantage
that real Semidefinite-Programming typically offers big advantages w.r.t. complex
Semidefinite-Programming'#. Fortuitously, for the lattice Yang-Mills theory under
investigation, all the groups possess real representations. A systematic method to
determine whether a finite group has real irreducible representations is documented
in [87].

e At the third step, selecting @ = 1 for the final projector might appear arbitrary.
However, the key insight is that choosing different a values yields SDP blocks that
are fully equivalent to those obtained with o = 1.

For the model under consideration, specifically SU(N) or U(N) lattice Yang-Mills the-
ory, we observe the global symmetries listed in Table 1. The notation for the group B, is
adopted from the nomenclature used on the Wikipedia page for the Hyperoctahedral Group
(Hyperoctahedral Group). In more standard terms, By and Bs correspond to the dihedral
and octahedral groups, respectively:

By ~ Dy, Bs3~O0Oy (3.17)

The Zy in Table 1 represents the charge conjugation C', which acts by inverting the
direction of a Wilson loop.

The discussion above parallels the considerations in the planar limit as presented by
the author|8].
emerges—specifically: the permutation group among different traces. Consequently, there

However, in the case of multi-trace operators, an additional symmetry

is an S, group that complements the global symmetry group listed in Table 1.

To illustrate this principle, we conduct the symmetry reduction of (3.6). Besides the
permutation group previously discussed, the corresponding model (2.8) also exhibits charge
conjugation symmetry, where U — U'. Therefore, we can categorize the operators accord-

14YWe note that all multi-trace Wilson loops are real, a property stemming from the unimodularity of the
corresponding Haar measure.
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ing to their representations under the Z3 group:

+7 +) 17 Ul‘lbl 1a2b2 + 1a1b1 U;[2b2 + 1a1b1 Ua2b2 + Ua1b1 1(1252
- +) (U;rlbl Losby + Layn, Ulsz) - (1a1b1 Uasby + Uarty la2b2)

(Ua1b1 1a2b2 - 1a1b1 Uasz) + (1a1b1 Uasby — Uayty la2b2)

(U;rlbl Lasb, — Lasn, UaTQbQ) - (1a1b1 Uasby — Uayty la2b2)

—+

( :
( :
(+-):
Y

)

Consequently, the positivity condition detailed in (3.6) is further refined to the following
specifications:

1 (TrU) -
(TrU) i(TrUTrUU + i(TrUTrU> + %<TrU2> + i -

1 1 1 1
- Ty = 1+ 2 Zs
4<T1“UT1“U ) 4<TrUTrU> 4<T1rU )+ 12 0 (3.19)
1 1 1 1
_Z<TrUTrUT> — 1<TrUTrU> 4 Z<TIU2> + Z >0
1 1 1 1
—{(TUTUT) + (TUTU) — H{TeU?) + 5 > 0

The symmetry reduction of the matrix described in (3.7) has been thoroughly detailed in
the supplementary material of [8]. To avoid redundancy, we will not repeat the discussion
here.

In concluding this discussion, it is important to note that while our analysis has primar-
ily focused on finite groups, the results are readily generalizable to Lie groups, particularly
compact Lie groups|88]. This extension is facilitated by the established correspondences
between compact Lie groups and finite groups, suggesting that our findings could have
broader applicability across different mathematical structures in theoretical physics. This
potential for generalization not only underscores the versatility of our theoretical framework
but also highlights its relevance for ongoing research in the field of quantum mechanics and
field theory, where Lie groups play a crucial role.
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Figure 8: This figure presents the bounds for the SU(3) one-matrix model. On the left
side of the figure, we depict both the upper and lower bounds for (TrU) at different values
of A: 1 (gray), 2 (blue), and 3 (red). The black dashed line represents the exact value of
the model. On the right side of the figure, we illustrate the difference between the upper
bound and the exact value on a logarithmic scale, which demonstrates a clear exponential

convergence.

4 Bootstrap procedure

Our previous discussion of the loop equations in Section 2 and the positivity conditions in
Section 3 facilitate the straightforward bounding of several observables within the corre-
sponding theory. In the subsequent subsection, we will present some immediate results for
the bootstrap. However, for the lattice Yang-Mills theory, formulating a large-scale boot-
strap problem is not as straightforward as it might initially appear. The primary challenge
lies in the selection of operators for our bootstrap analysis. In Section 4.2, we propose a
hierarchy that assigns each operator (open Wilson line) and loop variable (Wilson loop) a
specific level, and truncates the infinite space of Wilson lines according to its level. At last,
we present the results we have achieved so far, mostly concerned with the free energy per
plaquette and string tension, which we compare with the existing Monte Carlo calculations,

as well as strong and weak coupling expansions.

4.1 Initiate the bootstrap

The bootstrap of the one-matrix model (2.8) is straightforwardly implemented. Here, we
use the SU(3) scenario of (2.8) as an example'®. The fundamental components are already
summarized in Section 2 and Section 3. The set of loop equations combines those from
(2.14) with the trace identities from (2.9). To solve this system, the Reduce function in
Mathematica is employed, revealing that all double-trace variables are linear functions of
two variables: (TrU) and (TrUTrUT).

Concerning the positivity condition, as exemplified in (3.6), it arises from the inner

product of double trace operators aiby Uiob,-  We truncate the space of operators such

5In Appendix C, we also present the bootstrap results for SU(2), U(2), and U(oo).
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that |m| + |n| < A'. Increasing A yields progressively tighter dynamical bounds on the
observables.

The results of the bootstrap up to A = 3 are illustrated in Figure 8. Both the upper
and lower bounds are observed converging towards the exact value!”. In the right panel of
Figure 8, the convergence of the upper bound to the exact value for A = 1,2, 3 is depicted,
demonstrating a clear exponential trend.

Before exploring the details of the hierarchy discussed in the next section, it is important
to note that from the equations and positivity conditions available for the lattice Yang-Mills
theory, we can already derive non-trivial upper bounds on the observables. Specifically, for
SU(2) and general U(N) models, we integrate the loop equations (2.32) and (2.33) with
the positivity condition (3.7). This setup constitutes a bootstrap problem involving six
variables, which encompass all variables below level 2 in the hierarchy discussed in the
subsequent section. By minimizing the plaquette average, we obtain non-trivial bounds for
SU(2) and uniform bounds for U(N) (including U(co)). For instance, at A = 2, the bounds
are:

0.693  for U(N)

(4.1)
0.75755 for SU(2)

(TrU) < {

4.2 Hierachy

Our framework for the bootstrap program of the finite N matrix model/lattice Yang-Mills
theory can be summarized as follows:

min / max D,

subject to MM loop equations, (4.2)
HerM"™P = 0,
RefMirrep i 0’ %3

Here, the objective function can, in principle, minimize any convex function of the Wil-
son loops. We enforce the (multi-trace) Makeenko-Migdal loop equations and apply trace
identities to eliminate higher multi-trace Wilson loops. Additionally, four types of positiv-
ity conditions are imposed, three of which are reflection positivities, each factorizable into
different irreducible representations of the corresponding symmetry group. In the case of
large N, we also implemented in |7, 8|, in addition to these constraints, a relaxation of the
quadratic variables and ensure the positivity of the relaxation matrix R > 0.

One critical feature remains to add: to effectively formulate the bootstrap problem
(4.2), we must implement a finite truncation of the Wilson loops. This truncation is essential
for the efficiency of the bootstrap process. Below, we will illustrate this truncation method
(hierarchy) using lattice Yang-Mills theory as an example. We believe that this principle
can be universally applied to bootstrap methods within this category of problems.

Our practical selection of positivity generalizes (3.7) by focusing only on the positivity
of the inner products of Wilson lines that initiate and terminate at the origin point. This

8The positivity condition (3.6) corresponds to A = 1.
7"The exact value for the current one-matrix model is documented in Appendix A.
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selection is based on the fact that such a subset of Wilson lines forms a representation of
the largest possible symmetry group. We then derive all necessary equations among the
Wilson loops within the matrix for the inner products of these Wilson lines.

For the selection of Wilson lines as the basis of the inner product, we employ a hier-
archical system, where each Wilson line starting and ending at zero is assigned an integer
number representing its level. This hierarchy is defined recursively: we begin with the
identity operator at level 0 and a single plaquette at level 1. Subsequent operators are
derived from the Schwinger-Dyson variations, as illustrated in the first line of Figure 3.
For instance, in the context of SU(2) lattice gauge theory in two dimensions, the following
defines a level 2 Wilson line:

The red dot in our diagrams represents the origin point, where the Wilson line has an open
index. We also define the hierarchy of Wilson loop expectations, which is determined by
the sum of the levels of the Wilson lines whose inner products generate these loops. It is
important to note that if multiple levels could be defined recursively for a Wilson line/loop,
the smallest one is selected as its level.

As an illustrative example, we list all level two Wilson loops for the two-dimensional
SU(2) lattice gauge theory:

) (4.4)

These loops, along with the single plaquette Wilson loop, comprise all the variables that
appear in the matrix (3.7).

This hierarchically defined structure ensures that the variables in our positivity con-
ditions are interrelated through the loop equations. When constructing the inner product
matrix, if we consider Wilson lines up to level A, then the longest Wilson loop in our prob-
lem will be 8 x A. In the current project, we typically consider up to A = 3, corresponding
to a maximum loop length of 24.

Utilizing the hierarchical system, it becomes straightforward to derive relatively tight
bounds on observables in two-dimensional lattice gauge theory. Up to A = 3, which includes
Wilson loops of maximum length 24, we analyze a total of 8335 Wilson loops. These loops
are subject to 14591 loop equations'®. After processing, it is found that 7291 of these loops
can be linearly represented by the remaining 1044 loops. The positivity condition for this

8This indicates a significant level of linear dependency within the space of loop equations.
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Figure 9: The results of our bootstrap calculations in two dimensions for the plaquette
average up = (TrUp) as a function of the coupling A\ = % are depicted in the following
manner: Blue lines represent interpolations of the upper and lower margins for the maximum
length of loops Lyax < 16 i.e. A = 2 used in the bootstrap procedure for loop equations.
Red lines illustrate the same for Ly.x < 24 or A = 3. The gray area denotes the allowed
values of up for A = 1. The black dotted line indicates the exact value, the explicit form
of which can be found in Appendix A. The right plot illustrates the difference between the

upper bound and the exact value, demonstrating an exponential convergence behavior.

setup involves 18 blocks, with sizes given by:
54,52,46,45, 98,45, 46,52, 53,98, 30,27, 21, 24,16,11, 8,12 (4.5)

This configuration presents a complex, yet manageable, bootstrap problem. With the aid
of highly optimized software, the entire computation for the A = 3 level, which includes
30 pairs of bounds, is completed within one minute!®. The results of the bounds and their
convergence are depicted in Figure 9.

4.3 Higher dimensional bound and string tension

The entire framework developed for the two-dimensional scenario can, in principle, be
extended to three and four dimensions without substantial conceptual challenges. However,
practical implementation in higher dimensions poses significantly greater complexity. The
complexity of extending our framework to three and four dimensions arises from two primary
factors. Firstly, as the spacetime dimension increases, the number of Wilson loops grows
exponentially with our truncation level, leading to a significantly larger computational
space. Secondly, the loop equations for the three and four-dimensional lattice Yang-Mills
theory become considerably more complex. This complexity manifests as a greater number
of independent Wilson loops that must be considered once the loop equations are applied.
Due to these practical difficulties, specific adaptations were necessary for conducting the
A = 3 calculations, where Ly,x = 24. The actual strategy we adopted involved a further
truncation of the problem. Specifically, we considered only half of the A = 3 Wilson lines

9The solver for SDP we were using for the entire project is MOSEK.
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Dim  #var #LE  #SDPvar +#Block Blocksize  Memory Time

2 8335 14591 1044 18 ~ 50 ~ 100 MB ~1s
3 174387 98032 93561 38 ~ 200 220 GB ~ 1 days
4 343851 152149 211912 40 ~ 300 1TB ~ 20 days

Table 2: The scale of the A = 3 bootstrap problem we addressed in this project. Here
#var is the number of all the Wilson loops, #LE is the number of loop equations we
considered, #SDPvar is the number of the free variables after imposing the loop equation.
#Block and Blocksize indicate the size of the semidefinite programming, four example, in
four dimensions, it means 40 positive semidefinite matrices with size around 300 x 300.
The last two columns are the time and memory consumption using MOSEK to solve the
optimization problem.

in our calculations. Moreover, in the four-dimensional analysis, we focused exclusively on
the reflection positivity aspect. This selective consideration was essential to manage the
computational complexity and ensure the feasibility of the calculations within available
resources.

We provide a detailed benchmark of our computational framework for A = 3 bootstrap
in different spacetime dimensions in Table 22, This benchmark highlights the performance
metrics such as computational time and memory usage, contextualized by the specific de-
mands of each dimensional analysis®!:

- #wvar: Represents the total number of Wilson loops considered. - #LP: Denotes
the number of loop equations incorporated into the analysis. - #SDPvar: Indicates the
number of free variables remaining after the application of loop equations. - # Block and
Blocksize: These specify the size and number of blocks in the semidefinite programming;
for instance, in the four-dimensional case, this involves 40 positive semidefinite matrices,
each approximately 300 x 300 in size. - The final two columns detail the computational
resources required for a single optimization, specifically the time and memory consumption,
using the MOSEK optimization software to solve the problem.

In the three-dimensional analysis presented in Figure 10, we observe that even in the
worst-case scenario, the allowed region for our results remains within around 0.1% of the ex-
act value. Furthermore, the Monte Carlo data from [58] aligns perfectly with our bootstrap
bounds, underscoring the robustness and accuracy of our computational approach.

It is commonly accepted that for the Wilson averages W[T, L] of rectangular Wilson
loops of considerable size T'x L, particularly in the regime where T' > L > 1, the asymptotic
behavior is expressed as:

logWI[T,L] = —cTL+ O(1/L). (4.6)

20The bootstrap calculations at the A = 2 level are completed almost instantaneously, regardless of the
spacetime dimension under consideration.

21The time consumption figures are based on executions performed using MOSEK on a machine equipped
with two AMD EPYC 7282 processors.
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Figure 10: The results of our bootstrap calculations in two dimensions for the plaquette
average up = (TrUp) as a function of the coupling A\ = % are depicted in the following
manner: Blue lines represent interpolations of the upper and lower margins for the maximum
length of loops Lyax < 16 i.e. A = 2 used in the bootstrap procedure for loop equations.
Red lines illustrate the same for Ly.x < 24 or A = 3. The gray area denotes the allowed
values of up for A = 1. The purple points are the results of Monte Carlo simulation

from [58].

The first term in this equation is indicative of the confinement "area law," characterized by
the string tension o(\). The string tension o()) is routinely extracted from Monte Carlo
(MC) data employing the Creutz ratio[2]:

) W(T,L)W(T —1,L — 1)

o= = los G T W L= 1) (47)

Although the loops measured in our bootstrap procedure are relatively small compared to
those used in various MC simulations for extracting o, it is believed (as discussed in [89])
that the regime (4.6) is attained from very small physical distances, of the order of 0.5 fm.
Consequently, we attempt here to extract, at least qualitatively, () from our bootstrap
data for loops of size (T,L) = (3,2)a. In our analysis, we select the optimal solution
corresponding to the lower bound of the one-plaquette Wilson loop and use it to extract the
expectation values for the loop configurations (2, 3), (2, 2), (3,1), (2,1). While the choice to
focus on the lower bound might appear arbitrary, it is important to note that the expectation
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Figure 11: The results of the string tension calculations from the (2, 3) rectangular Wilson
loop are presented here, with a reminder that A = % The brown dots represent Monte
Carlo simulation results from [58], whereas the blue dots depict string tension extracted
from bootstrap expectations for the loop configurations (2, 3),(2,2),(3,1),(2,1).

values exhibit minimal variation when the optimal solution for the upper bound is used
instead. This stability between the lower and upper bounds is corroborated by the similar
allowed margins for larger Wilson loops, relative to those for the one-plaquette Wilson
loop, as demonstrated in Figure 10. This consistency across different bounds and loop sizes
not only validates our methodological approach but also reinforces the reliability of our
bootstrap predictions. This approach ensures that our results are robust, minimizing the
impact of the specific choice of lower or upper bounds on the final outcomes.

The comparison of our results with those from Monte Carlo simulations [58] is depicted
in Figure 11. A notable observation is that for larger values of 5, where the physical scale of
lattice spacing a is relatively small, our agreement with the Monte Carlo data is not perfect.
Conversely, for smaller 3, which corresponds to a larger lattice spacing a, there is a decent
match with the Monte Carlo results. This outcome aligns with expectations, as precise
estimations of the string tension from our bootstrap method are anticipated only when the
product (3,2) x a falls within the asymptotic region described by (4.6). This comparison
not only illustrates how bootstrap data correlates with established Monte Carlo simulations
but also provides qualitative validation of our bootstrap method for extracting the string
tension, even with relatively small loop sizes.

The bootstrap results for the four-dimensional lattice Yang-Mills theory are depicted
in Figure 12. We compare these results with perturbation theory [57] and Monte Carlo
data from various sources [3, 57]. The comparison shows that both the Monte Carlo and
perturbation theory results fall well within the region allowed by our bootstrap method,
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Figure 12: The results of our bootstrap calculations in four dimensions for the plaquette
average up = (TrUp) as a function of the coupling A = 2‘%2, (N = 2), in the SU(2) lattice
gauge theory are depicted in the following manner: Blue lines represent interpolations of
the upper and lower margins for the maximum length of loops Lyax < 16 i.e. A = 2 used in
the bootstrap procedure for loop equations. Red lines illustrate the same for Lpax < 24 or
A = 3. The gray area denotes the allowed values of up for A = 1. The dashed lines in the
figure represent the strong and weak coupling expansions, extracted from [57]. Additionally,
the results from Monte Carlo simulations are depicted using purple dots [3] and yellow dots

[57], each set representing data from different sources.

affirming the validity of our approach.

Unlike the scenarios in two and three dimensions, for A = 3 or Ly.x = 24, we de-
rived only three pairs of bounds in the four-dimensional bootstrap. This limitation reflects
the maximum computational capacity achievable with our current software and hardware
setups. Moreover, we observed a slight lack of numerical precision in the lower bounds,
suggesting that merely increasing computational resources might not significantly enhance
the results. This observation underscores the need for possibly refining our computational
strategies or methodologies to overcome these challenges in higher-dimensional settings.

~ 31—



5 Discussion and Prospects

Although our current exploration is confined to SU(2) lattice gauge theory, we believe that
our approach applies to a more general framework encompassing SU(N) and U(N) gauge
theories, both theoretically and practically. The theoretical applicability is evident and
further substantiated by our explorations of SU(3) and U(2) one-matrix models. Practically,
the feasibility of broader application is supported by a simple yet significant observation:
within a fixed truncation level in our hierarchy, the single trace Wilson loop consistently
dominates. The most advanced result achieved in our project so far is at truncation level
A = 6, leading us to anticipate the possibility of establishing a non-trivial bound for SU(6)
or U(5). Here, the lowest non-trivial five-trace loop equation corresponds to level 6 in our
hierarchy. For higher values of NV, while valid bounds can still be obtained, their dependence
on N tends to be trivial, as even the lowest order trace identity does not manifest below
level A = 6.

Our current project has not overcome the main bottleneck facing the state of the art in
lattice bootstrap, as delineated in previous studies [8-10]: our analysis remains confined to
a local region of the infinite lattice, despite notable technical achievements. To significantly
advance beyond this limitation, we foresee the potential for implementing a coarse-graining
procedure analogous to the Density Matrix Renormalization Group (DMRG) used in quan-
tum spin chain studies [90]. This approach has recently demonstrated substantial progress
in related fields [36, 91]. Additionally, a more granular understanding of the close-to-null op-
erators in lattice gauge theory could lead to the development of specific functionals based
on these operators. Recent advancements in the conformal bootstrap suggest that such
strategies could markedly enhance analytical efficiency [92].

It would be intriguing to extend our framework from the statistical ensemble to quan-
tum systems involving finite N matrix models. Particularly in scenarios like the finite SU(2)
matrix quantum mechanics, where even the ground state remains inadequately understood
[93], our approach could provide significant insights. Given the rigor of the bounds estab-
lished by our method, it could offer valuable complementary information to the numerical
studies of matrix quantum mechanics, especially those related to gravity theory duals [94].
Such an extension could enhance our understanding of quantum behaviors in matrix models
and potentially contribute to the broader field of quantum gravity research.

In addition, we aim to elucidate the effectiveness of reflection positivity, which has
remained somewhat enigmatic. Previous studies, such as [7] on the matrix model and [71]
on the lattice Ising model, have clarified the role of positivity from Hermitian conjugation;
it is closely associated with the absence of a sign problem in the model under consideration.
It is generally believed that merely imposing Hermitian conjugation positivity ensures the
convergence of the bootstrap procedure. However, reflection positivity extends beyond this
by guaranteeing the possibility of defining a physical Hilbert space on the spatial reflection
plane, which suggests the potential for a Hamiltonian formulation of the theory in the
infrared regime. This observation also hints that the bootstrap method on the lattice could
potentially transcend the limitations imposed by the sign-problem, which is prevalent in
the Monte Carlo simulation methods. This suggests a promising avenue for advancing
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non-perturbative studies in lattice theories without the computational burdens typically
associated with sign issues.

The convergence of the bootstrap based on the reflection positivity is also non-conclusive.
In a previous study of the large N Lattice Yang-Mills theory [8], it was observed that impos-
ing reflection positivity as the sole type of positivity condition did not yield any non-trivial
upper bounds for (TrU). However, in our current project and in the previous study of
the lattice Ising model across two and three spacetime dimensions [10], we have observed
that reflection positivity exhibits a markedly greater influence than Hermitian conjugation
positivity. This observation suggests that reflection positivity may play a more pivotal role
in shaping the dynamics and theoretical outcomes of such models.

The fact that SU(2) loop equations are linear and closed on the single-loop space
(and similarly, the linear SU(3) loop equations are closed on the two-loop space) can have,
in principle an important impact on the understanding of the structure of non-abelian
gauge theories in general. It would be important to understand what are the redundancies
for these equations in the loop space and what kind of boundary conditions (or maybe
asymptotics on large loops) we should impose to single out the relevant physical solutions.
These insights could also significantly improve the current algorithms and may enable an
efficient application of neural network methods, to try to extrapolate our results to longer
Wilson loops.

An important problem is to include the dynamical quarks into the bootstrap. In prin-
ciple, the multi-loop equations allow to inclusion of internal quark loops and then sum up
their shapes to render the physical results. Moreover, for SU(2) case all such multiloop
configurations are in principal generated by single loop Wilson averages. A similar, though
more involved statement is true for the two-loop space of SU(3) gauge theory. However,
the practical bootstrap computations in this direction may be very involved.

It is also important to note that our formalism allows us to approach the baryonic loop
averages, as defined and formulated in [95].
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Appendices
A Exact results for the unitary one-matrix model

In this section, we present some exact results of the one-matrix model discussed in the main
text. The partition function Z is defined as:

Z:i/dUemeW“m (A1)

where the Haar measure is given by:

dU. _1 i0; b\ —i0;  _—if al do;
v =7 11 (@ =) —e)) T] T2,

T 1<j<k<N j=1 g
1 N 4 , ) ) N0,
dUsy(ny = NI Z o Z 0; — 2qm H ((eleﬂ' — i) (e7i — 6719’“)> H 2—7:
"y j=1 1<j<k<N j=1
(A.2)
The integration is performed from 0 to 27 for each 6;.
The exact values for the partition function are known [96]:
2N
Gk=1,...N
00 oN (A.3)
JP—— Gk=1,..,N
For the special case of SU(2), the infinite sum can be explicitly calculated:
1 8
ZSU(2)(2,)\) = 1)\11 X ) (A-4)

where I, represents the modified Bessel function of the first kind, as defined, for example,
in the Bessell function in Mathematica.

The single-trace moments can be derived by taking derivatives of the partition function.
It can be directly verified that both (TrU)gy(ny and (TrU)y () converge to the known
analytic result in the 't Hooft limit [63, 64]:

1—2, for0<A<2
(TrU) su(o0) = {1 ! . : (A.5)
X or A > 2

For various values of N, (TrU) gy () monotonically decreases, whereas (TrU)y )y mono-
tonically increases.
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B Loop equations for SU(IN)/U(N) one-matrix model

In this appendix, we provide the derivation of the multi-trace loop equations for the follow-

ing model:

7 — /dUeIX(trUT+trU) (Bl)

This framework is extended to accommodate more general cases of SU(N)/U(N) matrix

model.

The derivation of loop equations for this model is crucial for understanding the dynam-
ics within our bootstrap approach and can be represented as follows:

/ DU 6, (UngrUml...TrUmN—2e¥(“U*+“U>) =0 (B.2)

The loop equations are derived using the concept of small left variations on the group,
denoted as .. This variation is defined as follows:

6e(Ugp) = Uap + i€acUsp, 5. (UL) = Ul — iU e (B.3)

Here, € represents an arbitrary traceless Hermitian matrix in the context of SU(N) gauge
theory, and an arbitrary Hermitian matrix for U(N) scenarios. This distinction ensures that
the variations are appropriately aligned with the structural properties of each group:

N-2
cealy %UZZbUC’ZZiTrUml...TrUmi—lTrU”““..-TrUmN*2
=1
= | N (B.4)
+ D UgeUgy "TeU™ TR =2 4 U U™ TeU™ N2 (Uge = UJ,)) = 0
=0

We observe that if €,4X4. = 0 for any €, then it implies that Xg. = 5%04.Xss. Here,
s is a scalar factor specific to the group in question and is defined in (2.25) in the main
text. This relationship can be expressed as follows:

N-2
My op 7 rm; m mi— my my-—
<z; 7 VU TeU™ Ty U™ Ty T =2
n—1 ‘ ' N
+ D U Uy TeU™  TrU™N =2 4 S UG Tl ™ TU™ =2 (Uge — Ul
i=0 (B.5)
1 N
= sabae( U TU™ TV =2 4 LU U™ T ™ =2 (TeU — TaUY)

N—2
+ (Z m;)Ugy TeU™ . TrU™N-2)

i=1

— 35 —



1.
107! S _—
08 1072 /
107
N 0.6 = 1074
) 2
£ £ 10°
0.4 R
107
0.2 107
107
0.
0 2 4 6 8 10 12 0 2 4 6 8 10 12
A

1.
107!
0.8 /\
1072
N 0.6 N 107
S S
~ 04 % 10
107
0.2
107
0’0 2 4 6 8 10 12 0 2 4 6 8 10 12
A
Figure 14: U(2) bounds and convergences.
Contracting both side by ﬁ5ac5bd7 we get (for n > 0):
N-z
(Z F;TrUnﬂmTrUml...TrUmFlTlrU"”“...TrUmN—2
i=1
(S , 1
+ ) U U T U™ L T U2 4 L™ LTeU™ =2 (TeU ™ — TeU™ 1))
i=0 (B.6)
N2
- %(nTrU"TrUml...TrUmN—Q + S BUMTRU™ LT (U — )
N-2

+ () m) U TeU™ . TeU™N -2)
=1

C More bootstrap of the one-matrix model

In this appendix, we present additional results from the bootstrap analysis of the one-matrix
model (2.8). The corresponding figures, Figure 13, Figure 14, and Figure 15, represent the
SU(2), U(2), and U(oco) counterparts of Figure 8 discussed in the main text. We offer the
following remarks on these results:
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Figure 15: SU(c0) bounds and convergences.

e The structure of the loop equations reveals that all moments are functions of (TrU)
for both SU(2) and U(oc)?2. In contrast, the U(2) model requires two variables to
determine the rest: (TrU) and (TrUTrUT), which closely resembles the SU(3) scenario.

e The convergence behavior of the U(2) bootstrap closely parallels that of the SU(3)
model discussed in the main text, exhibiting similar rates. However, the SU(2) boot-
strap converges significantly faster. Notably, the U(co) bootstrap shows intriguing
characteristics: the upper and lower bounds converge at distinctly different rates,
particularly in the weak coupling phase where A < 2. Additionally, there is a pro-
nounced spike at the phase transition point A = 2.

*2However, it is important to note that these are polynomials of (TrU) in the case of U(co).
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