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Abstract. Advancement of chip technology will make future computer chips faster. Power consumption of such chips
shall also decrease. But this speed gain shall not come free of cost, there is going to be a trade-off between speed
and efficiency, i.e accuracy of the computation. In order to achieve this extra speed we will simply have to let our
computers make more mistakes in computations. Consequently, systems built with these type of chips will possess an
innate unreliability lying within. Programs written for these systems will also have to incorporate this unreliability.
Researchers have already started developing programming frameworks for unreliable architectures as such.

In the present work, we use a restricted version of C-type languages to model the programs written for unreliable
architectures. We propose a technique for statically analyzing codes written for these kind of architectures. Our tech-
nique, which primarily focuses on Interval/Range Analysis of this type of programs, uses the well established theory
of abstract interpretation. While discussing unreliability of hardware, there comes scope of failure of the hardware
components implicitly. There are two types of failure models, namely: 1) permanent failure model, where the hard-
ware stops execution on failure and 2) transient failure model, where on failure, the hardware continues subsequent
operations with wrong operand values. In this paper, we’ve only taken transient failure model into consideration. The
goal of this analysis is to predict the probability with which a program variable assumes values from a given range at
a given program point.

Keywords: Interval Analysis; Abstract Interpretation; Static Analysis; Unreliable Hardware

1. Introduction

As transistors approach sub-atomic sizes, their functional reliability is increasingly compromised primarily due to
particle effects triggered by high temperature footprints over very small area. Computer-chip designers keep figuring
out technical workarounds to the miniaturization problem; however current manufacturing techniques have ran out of
steam, and Moore’s Law — the prediction that has yielded huge increases in semiconductor performance for nearly
five decades do not hold any more.

Emerging high-performance architectures are anticipated to contain unreliable components that may exhibit soft
errors, which silently corrupt the results of computations. While full detection and masking of soft errors is chal-
lenging, expensive, and, for some applications, unnecessary, some applications can withstand a certain amount of
errors. For example, approximate computing applications such as i) Multimedia processing, ii) High definition video
decoding, iii) Image manipulation, iv) Machine learning, v) Big data analytics can often naturally tolerate soft errors.

Works have already been done on modeling and manufacturing unreliable hardware components. Probabilistic
CMOS or PCMOS technology yields several orders of magnitude improvements in terms of energy over conven-
tional (deterministic) CMOS based implementations [CGM+08]. Foundational principles of PCMOS technology are
used to build probabilistic switches, which have been used to realize FIR filters as part of the H.264 decoding algo-
rithm [MWG05]. Similar effort is the work on Stochastic processors that tolerate hardware errors while producing
outputs that are, in the worst case, stochastically correct. Analog computers based on a regular array of stochastic
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Fig. 1. Example program

computing element logic have been reported in [Esc69]. For capturing such computing inaccuracies under a for-
mal framework, a new programming framework called RELY has been proposed in [CMR13] that enables software
developers to specify tolerable error bounds.

We propose a general abstract interpretation [CoC77] [NNH99, p. 211] based method for statically analyzing
programs that run on unreliable hardware. Abstract interpretation is a well established theory for program analysis
and it is already in use for imperative programs that run on reliable hardware. Our contribution in this paper is to
extend that theory for unreliable programs i.e programs that run on unreliable architecture. In this paper, we present
an Probabilistic Interval Analysis (or Range Analysis) for programs that are supposed to run on unreliable hardware.
Our approach takes into count, the unreliability that occurs because of Arithmetic, Logical and Memory operations
generally found in all high level programming languages. It performs interval or range analysis [Har77] for programs
like these. The objective is to calculate the reliability of each program variable at each program point as well as the
correctness probability of the overall program. In summary, our contributions can be itemized as follows.

• We propose a technique for Probabilistic Range/Interval Analysis of C programs. Our idea is centered around
creation of a probabilistic interval abstract domain and defining widening operations for such domains.

• We have implemented our theory in the form of a prototype tool that takes a C-like program and a hardware
reliability specification from the user. It statically analyses the program using our theory of probabilistic interval
analysis in view of the reliability specification and finally gives an output of operating intervals associated with
corresponding probabilities for each variable at each program point.

2. Interval Analysis of Unreliable Programs

We’ll start by defining what unreliable programs are in this context. To do so, we shall take an example of a sample C-
like program with appropriate modifications wherever necessary. Fig. 1 shows an example unreliable program snippet
and its corresponding Control Flow Graph. This program is subject to execution on an unreliable system in which every
operation (ALU or Memory) is unreliable. In this example program each operation is probabilistic i.e each operation
produces correct result with some probability. Unreliable operators are denoted by the corresponding operator followed
by a subscript bullet (•). Each operator has a success probability associated with it i.e the operator succeeds and
produces correct result with a predefined probability. These probability values are set by the hardware manufacturer of
the chip. Upon failure the probabilistic operators take random values from their corresponding domains. For arithmetic
and memory operations this domain is {i ∈ Z | MININT ≤ i ≤ MAXINT}1, for boolean operators the domain of operation
is {true, f alse}. Success and corresponding failure probabilities of some of the operators are given in Table 1.

We’ve modeled unreliable programs with the syntactic rules of the following BNF. It is a context-free grammar to
capture C-type programs with an exception of the newly added unreliable operators. Unreliable operators are denoted
by the corresponding operator followed by a subscript bullet (•). Unreliable operators are introduced in the production
rules for the non-terminal 〈expr〉 used to represent generic expressions in the BNF.

1 We’ve assumed that each integer variable in the program takes values between two limiting boundary values MININT and MAXINT
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Table 1. Hardware Probability Specification

Operator
Probability of successful execution

Failure probability Domain of operation
(set by hardware manufacturer)

+• Pr(+•) 1 − Pr(+•)

{

a ∈ Z | MININT ≤ a ≤ MAXINT
}

−• Pr(−•) 1 − Pr(−•)
×• Pr(×•) 1 − Pr(×•)
÷• Pr(÷•) 1 − Pr(÷•)
=• Pr(Wr) 1 − Pr(Wr)
>• Pr(>•) 1 − Pr(>•) {

true, f alse
}

≥• Pr(≥•) 1 − Pr(≥•)

.

.

.
.
.
.

.

.

.

〈expr〉 ::= ‘IDENT’ ‘=•’ 〈expr〉
| 〈expr〉 ‘‖•’ 〈expr〉
| 〈expr〉 ‘&&•’ 〈expr〉
| 〈expr〉 ‘==•’ 〈expr〉 | 〈expr〉 ‘,•’ 〈expr〉
| 〈expr〉 ‘6•’ 〈expr〉 | 〈expr〉 ‘<•’ 〈expr〉 | 〈expr〉 ‘>•’ 〈expr〉 | 〈expr〉 ‘>•’ 〈expr〉
| 〈expr〉 ‘+•’ 〈expr〉 | 〈expr〉 ‘−•’ 〈expr〉
| 〈expr〉 ‘×•’ 〈expr〉 | 〈expr〉 ‘÷•’ 〈expr〉 | 〈expr〉 ‘%•’ 〈expr〉
| ‘!•’ 〈expr〉 | ‘−•’ 〈expr〉 | ‘+•’ 〈expr〉
| ‘(’ 〈expr〉 ‘)’

We take a sample program statement ‘σ : x =• x +• 3’ as an example and determine the overall probability of getting
the correct result after the execution of the statement. The program statement σ involves 3 probabilistic operations
namely Reading (Rd) of the variable x, Addition (+) & Writing back (Wr) to the variable x. So, the probability
that σ executes successfully is Pr(Rd) · Pr(+•) · Pr(Wr) with Pr denoting the success probability of the operation
concerned.

We are interested in computing the probability with which a program variable x holds the correct value after
the execution of σ for a fault model defined as follows. If any operation, e.g. addition (+• say) succeeds, it will
produce the correct result with probability Pr(+•). But if it fails (with probability 1 − Pr(+•)), it can randomly
produce any result from its domain, given by [MININT, MAXINT] = {i ∈ N | MININT ≤ i ≤ MAXINT}. Of all these
values in its domain, there exists one value which itself would have been the correct value of this operation, had
it succeeded. Therefore, even if the operation fails, it still produces correct result with a minuscule probability of

1 − Pr(+•)

MAXINT − MININT + 1
2. Therefore, the unreliable arithmetic operation, addition, produces correct result with proba-

bility

(

Pr(+•) +
1 − Pr(+•)

MAXINT − MININT + 1

)

. Similar argument is applicable for memory operations (Rd & Wr) too. But

in case of logical operations, the domain becomes {true, f alse}. Therefore, an unreliable logical operation, say ≥•,

produces correct result with probability

(

Pr(≥•) +
1 − Pr(≥•)

2

)

3.

Let Prpost,σ(x) / Prpre,σ(x) denote the probability of x holding the correct value after/before the execution of σ.
Assuming that all operations involved in σ are independent of each other, we have,

Prpost,σ(x) = Prpre,σ(x) ·

(

Pr(Rd) +
1 − Pr(Rd)

MAXINT − MININT + 1

)

·

(

Pr(+•) +
1 − Pr(+•)

MAXINT − MININT + 1

)

·

(

Pr(Wr) +
1 − Pr(Wr)

MAXINT − MININT + 1

)

In the following sections we follow the general principles of Abstract interpretation [NNH99, p. 211] in order to
construct a Probabilistic Concrete Domain, a Probabilistic Interval Abstract Domain, establish a Galois Connection

2 There are MAXINT − MININT + 1 number of integers in the domain.
3 If a logical operator fails, it is equally likely to choose any value from its domain, {true, f alse}. ∴ upon failure, a logical operator, say ≥•, still

gives correct result with probability
1 − Pr(≥•)

2
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between the domains, and finally define and approximate a suitable strongest post-condition function in the line of
[CoC77, sec. 6, pp. 242–243].

3. The Probabilistic Concrete Domain, (L,⊑L)

Our idea of probabilistic concrete domain is essentially an extension of standard concrete domain of programs. Given
a program σ, its concrete domain implies the collection of possible program states at each program point of σ. In
the same vein, a probabilistic concrete domain implies the set of possible program states at each program point of σ
along with the probabilities of assuming variable values from the collection of possible program states. We represent
a probabilistic program state as a tuple of set of values and its associated probability. This is the minimum probability
with which a program variable will take its values from the set. For program with a single integer variable, we define
the concrete domain, L, as follows.

Definition 3.1. Let 〈S , p〉 denote that at a particular program point, a program variable takes its value from set S with

probability p. L =
{

(S , p)
∣
∣
∣ S ∈ 2[MININT, MAXINT]

∧

0 ≤ p ≤ 1
}

. In general, for programs with n integer variables, the

concrete domain will be Ln.

We define a partial order ⊑L on L as follows :

Definition 3.2. ∀〈S 1, p1〉, 〈S 2, p2〉 ∈ L 〈S 1, p1〉 ⊑L 〈S 2, p2〉 ⇐⇒ S 1 ⊆ S 2

∧

p1 ≥ p2

The intuition behind the definition can be explained as follows. The element 〈S 2, p2〉 which is higher in the order is
an abstraction of 〈S 1, p1〉 such that the element 〈S 1, p1〉 provides more precise information about program state since
a variables value is predicted to be in a smaller range with higher probability.

Lemma 3.1. (L, ⊑L) is a poset.

Proof. We prove that ⊑L is a partial order relation by showing reflexivity, transitivity and anti-symmetricity for ⊑L.

Reflexivity : Reflexivity follows trivially from def. 3.2 since ∀〈S , p〉 ∈ L, 〈S , p〉 ⊑L 〈S , p〉.

Transitivity : Given 〈S 1, p1〉 ⊑L 〈S 2, p2〉 and 〈S 2, p2〉 ⊑L 〈S 3, p3〉, we have,

S 1 ⊆ S 2

∧

S 2 ⊆ S 3 =⇒ S 1 ⊆ S 3

p1 ≥ p2

∧

p2 ≥ p3 =⇒ p1 ≥ p3

Hence, 〈S 1, p1〉 ⊑L 〈S 3, p3〉.

Anti-Symmetricity : Given 〈S 1, p1〉 ⊑L 〈S 2, p2〉 and 〈S 2, p2〉 ⊑L 〈S 1, p1〉, we have,

S 1 ⊆ S 2

∧

S 2 ⊆ S 1 =⇒ S 1 = S 2

p1 ≥ p2

∧

p2 ≥ p1 =⇒ p1 = p2

Hence, 〈S 1, p1〉 = 〈S 2, p2〉.

Lemma 3.2. (L, ⊑L) is a complete lattice.

Proof. For proving (L, ⊑L) to be a lattice, we need to show that for any two elements in L, there exist a unique
infimum (greatest lower bound) and a unique supremum (least upper bound). The least upper bound (l.u.b) operator,
⊔

L

and the greatest lower bound (g.l.b) operator,

L
�

for any two elements 〈S 1, p1〉, 〈S 2, p2〉 ∈ L can be defined as

follows.

〈S 1, p1〉
⊔

L

〈S 2, p2〉 =
〈

S 1

⋃

S 2,min(p1, p2)
〉

∈ L (1)

〈S 1, p1〉

L
�

〈S 2, p2〉 =
〈

S 1

⋂

S 2,max(p1, p2)
〉

∈ L (2)



5

Soundness of these definitions can be established as follows. From eq. 1, we get the least upper bound, 〈S u, pu〉 of

〈S 1, p1〉 and 〈S 2, p2〉 as 〈S u, pu〉 = 〈S 1, p1〉
⊔

L

〈S 1, p1〉 =
〈

S 1

⋃

S 2,min(p1, p2)
〉

. Now, let 〈S c, pc〉 be any upper

bound of 〈S 1, p1〉 and 〈S 2, p2〉. Hence, 〈S 1, p1〉 ⊑L 〈S c, pc〉 and 〈S 2, p2〉 ⊑L 〈S c, pc〉. Note that,

S 1 ⊆ S c

∧

S 2 ⊆ S c =⇒ S 1

⋃

S 2 ⊆ S c

p1 ≥ pc

∧

p2 ≥ pc =⇒ min(p1, p2) ≥ pc

∴

〈

S 1

⋃

S 2,min(p1, p2)
〉

⊑L 〈S c, pc〉 [from def. 3.2]

⇒ 〈S u, pu〉 ⊑L 〈S c, pc〉

Thus 〈S u, pu〉 is the least upper bound of 〈S 1, p1〉 and 〈S 2, p2〉. Similarly, a proof of soundness for the greatest lower

bound operator

L
�

can also be obtained. The greatest and least element of (L, ⊑L) are ⊤L and ⊥L respectively and

they are defined as, ⊤L = 〈{i ∈ Z | MININT ≤ i ≤ MAXINT}, 0〉 and ⊥L = 〈{ }, 1〉. Hence,

〈

L,⊑L,
⊔

L

,

L
�

〉

is a lattice

with greatest and least elements ⊤L and ⊥L respectively. The operations
⊔

L

and

L
�

can be extended over any S =

{〈S 1, p1〉, · · · , 〈S n, pn〉} ⊆ L such that S has a unique l.u.b and g.l.b in L given by
⊔

L

S =

〈 n⋃

i=1

S i, min(p1, · · · , pn)

〉

and
�

L

S =

〈 n⋂

i=1

S i, max(p1, · · · , pn)

〉

respectively. Hence L is a complete lattice.

3.1. Hasse Diagram of Lattice (L, ⊑L)

The lattice (L,⊑L) is a lattice over continuous intervals of real numbers, so it has chains of infinite length. Its Hasse
diagram is best viewed in 3 dimensions. For that reason, we’ve shown several different projectional views of the same
diagram. In all the projectional views, directed solid lines represent g.l.b→ l.u.b relationships i.e of the two elements
connected by such an edge, the element at the arrow head is the least upper bound and the element at the arrow
base is the greatest lower bound. There doesn’t exist any other element between them. Whereas directed dashed lines
represent the existence of infinite number of elements between the connecting pair. Along any dashed edge, the set of
values remains the same but probability decreases monotonically.

In fig. 2, fig. 3 and fig. 4, we show respectively the frontal view, a skewed lateral view and the rear view of the
lattice. The legends used in the diagrams are explained as follows:

In fig. 2 (Frontal View):

•
A

Z
B
= {i ∈ Z | A ≤ i ≤ B}

In fig. 2, fig. 3 and fig. 4:

• m = MININT

• M = MAXINT

• ARi ≡ A(M−m)i and ÂRi ≡ Â(M−m)i ∀i

• For every pair of indices i, j (and ⊤) the elements denoted by Ai j (and A⊤) and Âi j (and Â⊤) have the same set

of values, but probability in element Ai j (and A⊤) is 0 , where as it is 1 for Âi j (and Â⊤).

E.g: A22 ≡
〈

m+1

Z
M−1
, 0

〉

but Â22 ≡
〈

m+1

Z
M−1
, 1

〉

Now that we have defined our concrete domain Ln of program variables, following the line of abstract interpreta-
tion, the next thing we require is to define a function on Ln that modifies the program states in the same way it would
have been modified had the program been actually executed. In the next section we define one such function over Ln

called the strongest post condition function.



6 D. Das and S. Dey

A⊤

〈m
Z

M
, 0

〉

A11

〈m
Z

M−1
, 0

〉

A12

〈
m+1
Z

M
, 0

〉

A21

〈m
Z

M−2
, 0

〉

A22

〈
m+1
Z

M−1
, 0

〉

A23

〈
m+2
Z

M
, 0

〉

A31

〈m
Z

M−3
, 0

〉

A32〈
m+1
Z

M−2
, 0

〉
A33
〈

m+2
Z

M−1
, 0

〉

A34

〈
m+3
Z

M
, 0

〉

A(R−1)1

〈
{m,m + 1}, 0

〉

· · · A(R−1)m

〈
{−1, 0}, 0

〉

A(R−1)(m+1)

〈
{0, 1}, 0

〉

· · · A(R−1)R

〈
{M − 1,M}, 0

〉

AR1

〈
{m}, 0

〉

· · · AR(m+1)

〈
{0}, 0

〉

· · · AR(R+1)

〈
{M}, 0

〉

Fig. 2. Frontal View of (L,⊑L)

3.2. Strongest Post-Condition Function, sp : Ln → Ln

Before defining the strongest post condition function, here is a brief overview of what pre- and post-conditions are.
Pre- and post-conditions are conditions (assertions) on program variables that hold respectively before and after the
execution of the program (or a particular segment of the program). Usually pre- and post-conditions are represented
as set of predicates defined over the program variables. For any program σ, its pre- and post-conditions are expressed
in the form of Hoare Logic, i.e {P}σ{Q}, where, P is the set of pre-conditions and Q is the set of post-conditions.

Given a set of pre-conditions P and a program σ, a post-condition function is a function, that generates the set
of post-conditions Q i.e the conditions that will hold after the program σ actually executes. For any predicate p ∈ P,
defined over program variables, we can alternatively think of p as a set of possible program states which satisfy the
relation p. Let’s explain it with an example as follows:

Example 3.3. Given an integer variable x, consider p : 〈{5}, p1〉
4 to be a program state which represents the fact

that ‘x == 5’ (i.e p ≡ [x = 5]) and p : [x > 10] to be a predicate such that p < p. Similarly, consider a program
with three integer variables x, y and z such that p : 〈({5}, px), ({10}, py), ({10}, pz)〉

5 ≡ [x = 5, y = 10, z = 10] and
p′ : 〈({15}, px), ({0}, py), ({1}, pz)〉 ≡ [x = 15, y = 0, z = 1] are two program states. Given a predicate p : [x + y ≥ z],
we may observe that both p, p′ ∈ p.

Thus, henceforth we’ll think of the set of pre- and post-conditions as sets of equivalent program states.
Let, p denotes a pre-condition predicate which is true before the execution of some program σ. Strongest post

condition, sp, is a function which takes as arguments a program statement σ (or a sequence of statements) and a
predicate p and returns the strongest predicate that holds after executing σ from any program state which satisfies p.

4 p1 is just a place holder here
5 px, py, pz are all place holders
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A⊤

A11

A12

A21

A22

A23
A31

A32

A33

A34A(R−1)1

. . .

A(R−1)m

A(R−1)(m+1)

. . .

A(R−1)R

AR1

. . .

AR(m+1)

. . .

AR(R+1)

Â⊤

Â11

Â12

Â21

Â22

Â23
Â31

Â32

Â33

Â34Â(R−1)1

Â(R−1)m

Â(R−1)(m+1)

Â(R−1)R

ÂR1

. . .

ÂR(m+1)

. . .

ÂR(R+1)

A⊥ = 〈{}, 1〉

Fig. 3. Lateral View (skewed) of (L,⊑L)

It is strongest in the sense that for any other such predicate q which holds for any states resulting from execution of σ
given p, we shall always have sp(p, σ)⇒ q or in a set theoretic notation sp(p, σ) ⊆ q.

Now that we have in our hand the basic definitions required for giving a more general form of the strongest post
condition function, let’s go ahead and define the same as follows:

We assume that there are n variables in the program, namely, x1, x2 · · · xn. At any program point, a predicate with n
variables will be of the form P : 〈(S 1, p1), (S 2, p2), · · · , (S n, pn)〉, s.t at that program point, each xi will assume values
from the set S i with probability pi. Before giving the definitions of sp for arithmetic and logical expressions, let’s
define some utility functions that we’ll be using the the actual definitions and also afterwards. For a tuple of n integers,
(v1, v2, · · · , vn) and for any program variable xi,

V
(

(v1, v2, · · · , vn), xi

)

=

{

vi if xi is a variable

xi = C if xi is a constant, say C

and for any program state P : 〈(S 1, p1), (S 2, p2), · · · , (S n, pn)〉 ∈ Ln,

P(P, xi) =

{

pi if xi is a variable

1 if xi is a constant

We’ll also be using some symbolic notations in our definition of sp, which are as follows:

∀i ∈ N,
•

Ai is a probabilistic arithmetic operation and Ai is a deterministic arithmetic operation.

i.e
•

Ai ∈ {+•,−•,×•,÷•,%•, · · · } and Ai ∈ {+,−,×,÷,%, · · · }

•

C is a probabilistic comparison operation and C is a deterministic comparison operation.

i.e
•

C ∈ {<•, >•,≥•,≤•,==•,,•} and C ∈ {>, <,≥,≤,==,,}

We define the strongest post-condition function on Ln w.r.t arithmetic expressions (with assignment) as follows:
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Â⊤

Â12 Â11

Â23 Â22 Â21

Â34 Â33 Â32 Â31

Â(R−1)R · · · Â(R−1)(m+1) Â(R−1)m · · · Â(R−1)1

ÂR(R+1) · · · ÂR(m+1) · · · ÂR1

A⊥

Fig. 4. Rear View of (L,⊑L)

Definition 3.3. Let P be a precondition on program states and program statement σ be of the form
(

xi f
=• xi1

•

A2 xi2

•

A3 · · ·
•

Ak xik

)

, where ∀ j, 1 ≤ i j ≤ n. After executingσ, the strongest post-condition on program

states with be P∗ such that,

P∗ = sp
(

P, xi f
=• xi1

•

A2 xi2

•

A3 · · ·
•

Ak xik

)

= sp
(

〈(S 1, p1), (S 2, p2), · · · , (S i f
, pi f

), · · · , (S n, pn)〉, xi f
=• xi1

•

A2 xi2

•

A3 · · ·
•

Ak xik

)

= 〈(S 1, p1), (S 2, p2), · · · , (S ∗i f
, p∗i f

), · · · , (S n, pn)〉

where, S ∗i f
=

{

V(t, xi1 ) A2 V(t, xi2 ) A3 · · · Ak V(t, xik )
∣
∣
∣ ∀t ∈ S 1 × S 2 × · · · × S n

}

and

p∗i f
=

(

Pr(Wr) +
1 − Pr(Wr)

MAXINT − MININT + 1

)

·

(

Pr(Rd) +
1 − Pr(Rd)

MAXINT − MININT + 1

)|vars|

·

∏

∀ xi ∈ vars

P(P, xi) ·

k∏

j=2





Pr

( •

A j

)

+

1 − Pr

( •

A j

)

MAXINT− MININT + 1





with, vars =
{

xi j
: ∀ j ∈ {1, 2, · · · , k} and xi j

is a variable
}

Now we define the strongest post-condition function on Ln w.r.t logical expressions as follows:

Definition 3.4. Let P be a precondition on program states and program statement σ be of the form
(

xi1

•

Ai2 xi2

•

Ai3 · · ·
•

Aik xik

) •

C

(

x j1

•

A j2 x j2

•

A j3 · · ·
•

A jm x jm

)

, where ∀p, q 1 ≤ ip, jq ≤ n. After executing σ, the
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strongest post-condition on program states with be P∗ such that,

P∗ = sp

(

P,

(

xi1

•

Ai2 xi2

•

Ai3 · · ·
•

Aik xik

) •

C

(

x j1

•

A j2 x j2

•

A j3 · · ·
•

A jm x jm

))

= sp

(

〈(S 1, p1), (S 2, p2), · · · , (S n, pn)〉,

(

xi1

•

Ai2 xi2

•

Ai3 · · ·
•

Aik xik

) •

C

(

x j1

•

A j2 x j2

•

A j3 · · ·
•

A jm x jm

))

= 〈(S ∗1, p
∗
1), (S ∗2, p

∗
2), · · · , (S ∗n, p

∗
n)〉

where, ∀i ∈ {1, 2, · · · , n}, S ∗i = {ti : ∀(t1, t2, · · · , tn) ∈ Q} and

p∗i = pi ·

(

Pr(Rd) +
1 − Pr(Rd)

MAXINT − MININT + 1

)|vars|

·





Pr

( •

C

)

+

1 − Pr

( •

C

)

2





·

k∏

j=2





Pr

( •

Ai j

)

+

1 − Pr

( •

Ai j

)

MAXINT − MININT + 1





·

m∏

i=2





Pr

( •

A ji

)

+

1 − Pr

( •

A ji

)

MAXINT − MININT + 1





with, vars =
{

x ∈ {xi1 , xi2 · · · xik } ∪ {x j1 , x j2 · · · x jm} : x is a variable
}

and

Q =
{

t ∈ S 1 × S 2 × · · · × S n

∣
∣
∣
(

V(t, xi1 ) Ai2 V(t, xi2 ) Ai3 · · · Aik V(t, xik )
)

C
(

V(t, x j1 ) A j2 V(t, x j2 ) A j3 · · · A jm V(t, x jm )
)}

With this general definition of sp over Ln, we’ll apply it on our example program from fig. 1 and show how the
program states are being modified by sp and eventually reaching a fix point of program states.

3.2.1. Fix point computation of concrete program states using sp

Since our example program from fig. 1 contains only a single integer variable x, we simplify the generalized definitions
of sp from the previous section i.e def. 3.3 and def. 3.4 in accordance with the program statements used in the example
program as follows:

sp
(

〈S , p〉, x =• 0
)

=

〈

{0}, Pr(Wr) +
1 − Pr(Wr)

MAXINT − MININT + 1

〉

(3)

sp
(

〈S , p〉, x =• x +• 3
)

=

〈

{v + 3 : ∀v ∈ S } , p ·

(

Pr(Rd) +
1 − Pr(Rd)

MAXINT − MININT + 1

)

·

(

Pr(+•) +
1 − Pr(+•)

MAXINT − MININT + 1

)

·

(

Pr(Wr) +
1 − Pr(Wr)

MAXINT− MININT + 1

)〉

(4)

sp
(

〈S , p〉, x ≤• 9
)

=

〈

{v ∈ S : v ≤ 9} , p ·

(

Pr(≤•) +
1 − Pr(≤•)

2

)

·

(

Pr(Rd) +
1 − Pr(Rd)

MAXINT − MININT + 1

)〉

(5)

sp
(

〈S , p〉, x ≥• 10
)

=

〈

{v ∈ S : v ≥ 10} , p ·

(

Pr(≥•) +
1 − Pr(≥•)

2

)

·

(

Pr(Rd) +
1 − Pr(Rd)

MAXINT − MININT + 1

)〉

(6)

Further, for any program σ, sp
(

P = 〈{ }, p〉, σ
)

= 〈{ }, p〉. If the predicate P defines a relation which is not
satisfied by any possible program state, or speaking set theoretically if P is an empty set, then it is not possible for σ
to execute at all since there is no state to start from. Thus the set of states reachable is also empty. Hence, the strongest
post-condition is the empty set.

Using the notion of sp, we are interested in computing the set of reachable program states for every program point
which is known as collecting semantics. For each program point vi (in fig. 1), let gi denotes the set of reachable program
states. We can consider these collection of program states,

(

gi

)

, as pre-condition predicates for the succeeding program
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statement. In that case, from the control flow graph described in fig. 1, we can infer that the collecting semantics,
(

gi

)

,
are linked by sp to give the following system of equation.

g0 =
〈{

i ∈ Z
∣
∣
∣ MININT ≤ i ≤ MAXINT

}

, 1
〉

g1 = sp
(

g0, x =• 0
)
⊔

L

sp
(

g2, x =• x +• 3
)

g2 = sp
(

g1, x ≤• 9
)

g3 = sp
(

g1, x ≥• 10
)

We can derive an overall function F , such that

F
(

g0, g1, g2, g3

)

=
(

g0, sp
(

g0, x =• 0
)
⊔

L

sp
(

g2, x =• x +• 3
)

, sp
(

g1, x ≤• 9
)

, sp
(

g1, x ≥• 10
))

that maps each gi to new values of gi iteratively. The least fixed point of F is the final solution for the system of
equations. We can arrive at the solution by computing the sequence, F n

(
⊥L, ⊥L, ⊥L, ⊥L

)
, starting with the least

elements of L i.e. 〈{ }, 1〉. For the sake of the example we assume all the success probabilities to be 1 − 10−4, i.e
Pr(+•) = Pr(−•) = Pr(Rd) = Pr(Wr) = Pr(≤•) = · · · = 1 − 10−4 and values of MININT and MAXINT to be
−32768 and 32767 respectively.

∴

(

Pr(+•) +
1 − Pr(+•)

MAXINT − MININT + 1

)

= 0.99990000152 = x (say),

(

Pr(≤•) +
1 − Pr(≤•)

2

)

= 0.99995 = y (say)

Solving F iteratively would give us a solution as follows :
(

⊥L, ⊥L, ⊥L, ⊥L

)

→

(〈{

a ∈ Z
∣
∣
∣ MININT ≤ a ≤ MAXINT

}

, 1
〉

, •, •, •

)

→

(

•,
〈{

0
}

, x
〉

, •, •

)

→

(

•, •,
〈{

0
}

, x2y
〉

, •

)

→
(

•,
〈{

0, 3
}

, x5y
〉

, •, •

)

→

(

•, •,
〈{

0, 3
}

, x6y2
〉

, •

)

→

(

•,
〈{

0, 3, 6
}

, x9y2
〉

, •, •

)

→

(

•, •,
〈{

0, 3, 6
}

, x10y3
〉

, •

)

→
(

•,
〈{

0, 3, 6, 9
}

, x13y3
〉

, •, •

)

→

(

•, •,
〈{

0, 3, 6, 9
}

, x14y4
〉

, •

)

→

(

•,
〈{

0, 3, 6, 9, 12
}

, x17y4
〉

, •, •

)

→
(

•, •, •,
〈{

12
}

, x18y5
〉)

The ‘•’ indicates, repetition of value from previous iteration. The overall solution is therefore
(〈{

a ∈ Z
∣
∣
∣ MININT ≤ a ≤ MAXINT

}

, 1
〉

,
〈{

0, 3, 6, 9, 12
}

, x17y4
〉

,
〈{

0, 3, 6, 9
}

, x14y4
〉

,
〈{

12
}

, x18y5
〉)

=
(〈{

a ∈ Z
∣
∣
∣ − 32768 ≤ a ≤ 32767

}

, 1
〉

,
〈{

0, 3, 6, 9, 12
}

, 0.99810173981
〉

,
〈{

0, 3, 6, 9
}

, 0.99840122568
〉

,

〈{

12
}

, 0.99795203106
〉)

In general, we may need infinite number of iterations to converge. This is because the height of the lattice L is∞.
But for practical purpose we stop iterating as soon as the values converge. On the line of abstract interpretation, the
next step is to define a suitable abstract domain for the program states. For each program state in the concrete domain,
there exists a corresponding abstract state which approximates the information contained in the concrete program state.
An abstract domain is a collection of all such abstract program states. In the next section we define an interval abstract
domain corresponding to the concrete domain (L,⊑L) and call it the probabilistic interval abstract domain.

4. The Probabilistic Interval Abstract Domain, (M,⊑M)

As in the case with probabilistic concrete domain, the idea behind probabilistic interval domain is also an extension of
the standard interval domain of programs. Given a program σ, its interval abstract domain implies ranges (unlike set
of discrete values as in the case with concrete domain) over its program states at each program point of σ. Similarly
a probabilistic interval domain describes range of values within which the program variables can assume its values
along with the probabilities of assuming variable values from the corresponding range. We represent a probabilistic
interval domain as a tuple of range of values and its associated probability. This is the minimum probability with
which a program variable will take its values from the range. For program with a single integer variable, we define the
probabilistic interval abstract domain, M ⊆ Z2 × R, as follows.

Definition 4.1. Let 〈[a, b], pab〉 denote that at a particular program point, a program variable takes its value within
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the interval [a, b] with probability pab. M = {〈[a, b], pab〉 | MININT ≤ a ≤ b ≤ MAXINT
∧

0 ≤ pab ≤ 1}. In general, for
programs with n integer variables, the concrete domain will be Mn.

Before defining a partial order relation on M, we define a utility function p.m.f (probability mass function of an
interval) as follows:

Definition 4.2. p.m. f
(

〈[a, b], pab〉
)

=
pab

b − a + 1

Using the conventional partial order relation on intervals i.e,

Definition 4.3. [a, b] ⊑int [c, d] ⇐⇒ (c ≤ a)
∧

(b ≤ d)

we define a partial order ⊑M on M as follows:

Definition 4.4. ∀〈[a, b], pab〉, 〈[c, d], pcd〉 ∈ M

〈[a, b], pab〉 ⊑M 〈[c, d], pcd〉 ⇐⇒ [a, b] ⊑int [c, d]
∧

p.m. f
(

〈[a, b], pab〉
)

≥ p.m. f
(

〈[c, d], pcd〉
)

The intuition behind the definition of ⊑M can be explained as follows. The element 〈[c, d], pcd〉 which is higher in the
order is an approximation of 〈[a, b], pab〉 such that the element 〈[a, b], pab〉 provides more precise information about
program state since a variables value is predicted to be in a smaller range with higher probability mass.

Lemma 4.1. (M, ⊑M) is a poset.

Proof. We prove that ⊑M is a partial order relation by showing reflexivity, transitivity and anti-symmetricity for ⊑M .

Reflexivity : It’s trivial to show that 〈[a, b], pab〉 ⊑M 〈[a, b], pab〉. It follows directly from the def. 4.4.

Transitivity : Given 〈[a, b], pab〉 ⊑M 〈[c, d], pcd〉 and 〈[c, d], pcd〉 ⊑M 〈[e, f ], pe f 〉, we have,
[a, b] ⊑int [c, d]

∧

[c, d] ⊑int [e, f ] =⇒ [a, b] ⊑int [c, d]

p.m. f
(

〈[a, b], pab〉
)

≥ p.m. f
(

〈[c, d], pcd〉
) ∧

p.m. f
(

〈[c, d], pcd〉
)

≥ p.m. f
(

〈[e, f ], pe f 〉
)

=⇒ p.m. f
(

〈[a, b], pab〉
)

≥ p.m. f
(

〈[e, f ], pe f 〉
)

Hence, 〈[a, b], pab〉 ⊑M 〈[e, f ], pe f 〉

Anti-Symmetricity : Given 〈[a, b], pab〉 ⊑M 〈[c, d], pcd〉 and 〈[c, d], pcd〉 ⊑M 〈[a, b], pab〉, we have,
[a, b] ⊑int [c, d]

∧

[c, d] ⊑int [a, b] =⇒ [a, b] = [c, d]

p.m. f
(

〈[a, b], pab〉
)

≥ p.m. f
(

〈[c, d], pcd〉
) ∧

p.m. f
(

〈[c, d], pcd〉
)

≥ p.m. f
(

〈[a, b], pab〉
)

=⇒ p.m. f
(

〈[a, b], pab〉
)

= p.m. f
(

〈[c, d], pcd〉
)

=⇒
pab

b − a + 1
=

pcd

d − c + 1
=⇒ pab = pcd

Hence, 〈[a, b], pab〉 = 〈[c, d], pcd〉

Lemma 4.2. (M, ⊑M) is a complete lattice.

Proof. For proving (M,⊑M) to be a lattice, we need to show that for any two elements in M, there exist a unique
infimum (greatest lower bound) and a unique supremum (least upper bound). The least upper bound (l.u.b) operator,
⊔

M

and the greatest lower bound (g.l.b) operator,

M
�

for any two elements 〈[a, b], pab〉, 〈[c, d], pcd〉 ∈ M can be defined

as follows.

〈[a, b], pab〉
⊔

M

〈[ ], pφ〉 = 〈[a, b], pab〉

〈[a, b], pab〉
⊔

M

〈[c, d], pcd〉 = 〈[x, y], pxy〉






(7)

where, x = min(a, c), y = max(b, d) and

pxy = (y − x + 1) · min

(

p.m. f
(〈

[a, b], pab

〉)

, p.m. f
(〈

[c, d], pcd

〉)

,
1

y − x + 1

)
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〈[a, b], pab〉

M
�

〈[ ], pφ〉 = 〈[ ], pφ〉

〈[a, b], pab〉

M
�

〈[c, d], pcd〉 =

{

〈[x, y], pxy〉 if x ≤ y

〈[ ], 1〉 otherwise






(8)

where, x = max(a, c), y = min(b, d) and

pxy = (y − x + 1) · max
(

p.m. f
(〈

[a, b], pab

〉)

, p.m. f
(〈

[c, d], pcd

〉))

Soundness of these definitions can be established as follows. Let’s consider the following 3 cases.

a b c d
pab

︷                      ︸︸                      ︷
pcd

︷             ︸︸             ︷

case-1

a d
pad

︷                                                              ︸︸                                                              ︷

case-2

a1 d1

pa1d1
︷                                                                              ︸︸                                                                              ︷

case-3

For the two elements 〈[a, b], pab〉 and 〈[c, d], pcd〉 (in case-1) suppose the l.u.b is 〈[x, y], pxy〉, i.e

〈[a, b], pab〉
⊔

M

〈[c, d], pcd〉 = 〈[x, y], pxy〉

From eq. 7 we have,

x = min(a, c) = a, y = max(b, d) = d, pxy = (d−a+1) ·min

(

p.m. f
(〈

[a, b], pab

〉)

, p.m. f
(〈

[c, d], pcd

〉)

,
1

d − a + 1

)

∴ 〈[a, d], pad〉 (in case-2) is the l.u.b of the elements 〈[a, b], pab〉 and 〈[c, d], pcd〉 (in case-1) with pad = pxy. Now we
show that all upper bounds of 〈[a, b], pab〉 and 〈[c, d], pcd〉 come higher in the order than 〈[a, d], pad〉.

It’s trivial to show that for any tuple of the form 〈[a, d], p′
ad
〉, where p′

ad
≤ pad

6, 〈[a, d], pad〉 ⊑M 〈[a, d], p′
ad
〉 (by

def. 4.4). So, 〈[a, d], pad〉 remains the l.u.b.

Now, the other form of tuple i.e 〈[a1, d1], pa1d1
〉 (in case-3), where [a, d] ⊑int [a1, d1], will be an upper bound of

〈[a, b], pab〉 and 〈[c, d], pcd〉 if
〈[a, b], pab〉 ⊑M 〈[a1, d1], pa1d1

〉
∧

〈[c, d], pcd〉 ⊑M 〈[a1, d1], pa1d1
〉

⇒ p.m. f
(

〈[a1, d1], pa1d1
〉
)

≤ p.m. f
(

〈[a, b], pab〉
) ∧

p.m. f
(

〈[a1, d1], pa1d1
〉
)

≤ p.m. f
(

〈[c, d], pcd〉
)

⇒ pa1d1
≤ (d1 − a1 + 1) · p.m. f

(

〈[a, b], pab〉
) ∧

pa1d1
≤ (d1 − a1 + 1) · p.m. f

(

〈[c, d], pcd〉
) [

from def. 4.2
]

⇒ pa1d1
≤ min

(

(d1 − a1 + 1) · p.m. f
(

〈[a, b], pab〉
)

, (d1 − a1 + 1) · p.m. f
(

〈[c, d], pcd〉
)

, 1
) [

∵ pa1d1
≤ 1

]

⇒ pa1d1
≤ (d1 − a1 + 1) · min

(

p.m. f
(〈

[a, b], pab

〉)

, p.m. f
(〈

[c, d], pcd

〉)

,
1

d1 − a1 + 1

)

We need to prove that, p.m. f
(〈

[a, d], pad

〉)

≥ p.m. f
(〈

[a1, d1], pa1d1

〉)

, in order to prove that
〈

[a, d], pad

〉

still remains

the l.u.b. Without any loss of generality, we assume that

p.m. f
(

〈[a, b], pab〉
)

≤ p.m. f
(

〈[c, d], pcd〉
)

(9)

1

d1 − a1 + 1
<

1

d − a + 1
(10)

6 If p′
ad
> pad , then 〈[a, d], p′

ad
〉 is NOT an upper bound of both 〈[a, b], pab〉 and 〈[c, d], pcd〉
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pad = (d − a + 1) · min

(

p.m. f
(

〈[a, b], pab〉
)

, p.m. f
(

〈[c, d], pcd〉
)

,
1

d − a + 1

)

= (d − a + 1) · min

(

p.m. f
(

〈[a, b], pab〉
)

,
1

d − a + 1

)

[from eq. 9]

pa1d1
= (d1 − a1 + 1) · min

(

p.m. f
(

〈[a, b], pab〉
)

, p.m. f
(

〈[c, d], pcd〉
)

,
1

d1 − a1 + 1

)

= (d1 − a1 + 1) · min

(

p.m. f
(

〈[a, b], pab〉
)

,
1

d1 − a1 + 1

)

[from eq. 9]






(Given)

In view of eq. 10 there are three cases to consider now.

Case 1 : p.m. f
(

〈[a, b], pab〉
)

≤
1

d1 − a1 + 1

∴ p.m. f
(

〈[a, b], pab〉
)

<
1

d − a + 1
[from eq. 10]

∴ pad = (d − a + 1) · p.m. f
(

〈[a, b], pab〉
)

, pa1d1
= (d1 − a1 + 1) · p.m. f

(

〈[a, b], pab〉
)

∴ p.m. f
(

〈[a, d], pad〉
)

= p.m. f
(

〈[a1, d1], pa1d1
〉
)

Case 2 :
1

d1 − a1 + 1
< p.m. f

(

〈[a, b], pab〉
)

<
1

d − a + 1

∴ pad = (d − a + 1) · p.m. f
(

〈[a, b], pab〉
)

, pa1d1
= 1

∴ p.m. f
(

〈[a, d], pad〉
)

= p.m. f
(

〈[a, b], pab〉
)

, p.m. f
(

〈[a1, d1], pa1d1
〉
)

=
1

d1 − a1 + 1

∴ p.m. f
(

〈[a, d], pad〉
)

> p.m. f
(

〈[a1, d1], pa1d1
〉
)

Case 3 :
1

d − a + 1
≤ p.m. f

(

〈[a, b], pab〉
)

∴ p.m. f
(

〈[a, b], pab〉
)

>
1

d1 − a1 + 1
[from eq. 10]

∴ pad = 1, pa1d1
= 1

∴ p.m. f
(

〈[a, d], pad〉
)

= p.m. f
(

〈[a1, d1], pa1d1
〉
)

In all the above three cases p.m. f
(

〈[a, d], pad〉
)

≥ p.m. f
(

〈[a1, d1], pa1d1
〉
)

. Hence 〈[a, d], pad〉 is the least upper bound.

Analogous arguments can be applied to show the soundness of the greatest lower bound,

M
�

definition. The greatest

and least element of (M, ⊑M) are ⊤M and ⊥M respectively and they are defined as, ⊤M = 〈[MININT, MAXINT], 0〉

and ⊥M = 〈[ ], 1〉. Hence,

〈

M,⊑M ,
⊔

M

,

M
�

〉

is a lattice with greatest and least elements ⊤M and ⊥M respectively. The

operations
⊔

M

and

M
�

can be extended over any S = {〈[a1, b1], p1〉, · · · , 〈[an, bn], pn〉} ⊆ M such that S has a unique

l.u.b and g.l.b in M given by

⊔

M

S =

〈

[mina, maxb], (maxb − mina + 1) ·min

(

p1

b1 − a1 + 1
, · · · ,

pn

bn − an + 1
,

1

maxb − mina + 1

)〉
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⊤M =
〈

[m,M], 0
〉

〈

[m,M − 1], 0
〉

〈

[m,M − 2], 0
〉

〈

[m,m], 0
〉

〈

[m,m], ǫ
〉

〈

[m,M], ǫ
〉

〈

[m,M − 1],
ǫ·(M−m)

M−m+1

〉

〈

[m,M − 1], ǫ2
〉

〈

[m,M], ǫ1
〉

〈

[m,M], 1
〉

〈

[m,M − 1], M−m
M−m+1

〉

〈

[m,M − 1], 1
〉

〈

[m,M − 2], M−m−1
M−m

〉

〈

[m,M − 2], 1
〉

〈

[m,m], 1
〉

〈

[m + 1,M − 1], 0
〉

〈

[m + 1,M − 1], M−m−1
M−m

〉

〈

[m + 1,M − 1], 1
〉

〈

[m + 1,m + 1], 1
〉

. . .
〈

[0, 0], 1
〉

. . .

⊥M =
〈

[ ], 1
〉

〈

[M − 1,M − 1], 1
〉

〈

[m + 1,M], M−m
M−m+1

〉

〈

[m + 1,M], 1
〉

〈

[m + 2,M], M−m−1
M−m

〉

〈

[m + 2,M], 1
〉

〈

[M,M], 1
〉

〈

[m + 1,M],
ǫ·(M−m)

M−m+1

〉

〈

[m + 1,M], ǫ2
〉

〈

[m + 1,M], 0
〉

〈

[m + 2,M], 0
〉

〈

[M,M], 0
〉

〈

[M,M], ǫ
〉

Fig. 5. 2D Projectional View of (M,⊑M)

with, mina = min(a1, · · · , an), maxb = max(b1, · · · , bn) and

M
�

S =

〈

[maxa, minb], (minb − maxa + 1) ·max

(

p1

b1 − a1 + 1
, · · · ,

pn

bn − an + 1
,

1

minb − maxa + 1

)〉

with, maxa = max(a1, · · · , an), minb = min(b1, · · · , bn) respectively. Hence M is a complete lattice.

4.1. Hasse Diagram of Lattice (M, ⊑M)

This lattice, (M,⊑M), is structurally similar to that of the concrete one. It is best viewed in 3 dimensions. For that
reason, we’ve given several different projectional views of the same lattice. In all of the projectional views of the
abstract lattice, directed solid lines represent direct parent-child relationship i.e there doesn’t exist any other element
between the connecting nodes and directed dashed lines represent the existence of infinite number of elements having
same intervals as that of the connecting nodes but probability varies monotonically between the connecting nodes.

In fig. 5, fig. 6, fig. 7 and fig. 8, we show respectively the 2D projectional view, the frontal view, a skewed lateral
view and the rear view of the abstract lattice.

In fig. 5 (2D Projectional View):

• 0 < ǫ, ǫ1, ǫ2 < 1

• ǫ2 =
ǫ1 · (M − m)

M − m + 1
7

7 In general, probability of an element =
(Probability of its direct parent) × (No. of elements in its own interval)

(No. of elements in its direct parent′s interval)
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A⊤

〈

[m,M], 0
〉

A11

〈

[m,M − 1], 0
〉

A12

〈

[m + 1,M], 0
〉

A21

〈

[m,M − 2], 0
〉

A22

〈

[m + 1,M − 1], 0
〉

A23

〈

[m + 2,M], 0
〉

A31

〈

[m,M − 3], 0
〉

A32

〈

[m + 1,M − 2], 0
〉

A33

〈

[m + 2,M − 1], 0
〉

A34

〈

[m + 3,M], 0
〉

A(R−1)1

〈

[m,m + 1], 0
〉

· · · A(R−1)m

〈

[−1, 0], 0
〉

A(R−1)(m+1)

〈

[0, 1], 0
〉

· · · A(R−1)R

〈

[M − 1,M], 0
〉

AR1
〈

[m,m], 0
〉

· · · AR(m+1)

〈

[0, 0], 0
〉

· · · AR(R+1)

〈

[M,M], 0
〉

Fig. 6. Frontal View of (M,⊑M)

In fig. 5, 6, 7, 8:

• m = MININT

• M = MAXINT

• ARi ≡ A(M−m)i and ÂRi ≡ Â(M−m)i ∀i

• For every pair of indices i, j (and ⊤) the elements denoted by Ai j (and A⊤) and Âi j (and Â⊤) have the same

interval, but probability in element Ai j (and A⊤) is 0 , where as it is 1 for Âi j (and Â⊤).

E.g: A22 ≡
〈

[m + 1, M − 1], 0
〉

but Â22 ≡
〈

[m + 1, M − 1], 1
〉

Now that we’ve defined both the concrete and the abstract domains, we need to establish some form of connections
between them in order for abstract interpretation to work. In the following section we define one such connection,
called Galois Connection, between (L,⊑L) and (M,⊑M). This is essentially a bidirectional mapping with some certain
properties between the two domains.

5. Galois Connection, 〈L,⊑L〉
α
−⇀↽−
γ
〈M,⊑M〉

For two complete lattices (L,⊑L) and (M,⊑M) a pair (α,γ) of monotonic functions α: L → M and γ: M → L is
called a Galois connection if

∀l ∈ L : l ⊑L γ
(

α
(

l
))

and ∀m ∈ M : α
(

γ
(

m
))

⊑M m

Before going on with the definition of (α,γ) we define few utility functions over L, the concrete domain.

Definition 5.1. ∀〈S , p〉 ∈ L, such that S , φ

Vm

(

〈S , p〉
)

= vm where, vm ∈ S
∧

∀v ∈ S ⇒ vm ≤ v
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A⊤

A11

A12

A21

A22

A23
A31

A32

A33

A34A(R−1)1

. . .

A(R−1)m

A(R−1)(m+1)

. . .

A(R−1)R

AR1

. . .

AR(m+1)

. . .

AR(R+1)

Â⊤

Â11

Â12

Â21

Â22

Â23
Â31

Â32

Â33

Â34Â(R−1)1

Â(R−1)m

Â(R−1)(m+1)

Â(R−1)R

ÂR1

. . .

ÂR(m+1)

. . .

ÂR(R+1)

A⊥

Fig. 7. Lateral View (skewed) of (M,⊑M)

Â⊤

Â12 Â11

Â23 Â22 Â21

Â34 Â33 Â32 Â31

Â(R−1)R · · · Â(R−1)(m+1) Â(R−1)m · · · Â(R−1)1

ÂR(R+1) · · · ÂR(m+1) · · · ÂR1

A⊥

Fig. 8. Rear View of (M,⊑M)
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VM

(

〈S , p〉
)

= vM where, vM ∈ S
∧

∀v ∈ S ⇒ vM ≥ v

∴ Vm andVM returns respectively the minimum and maximum of all values of any tuple in L. Using these two
functions, we define (α,γ) as follows :

Definition 5.2.

α
(

〈S , p〉
)

=






〈

[ ], 1
〉

=⊥M if
〈

S , p
〉

=
〈

{ }, 1
〉

=⊥L
〈[

Vm

(

〈S , p〉
)

, VM

(

〈S , p〉
)]

, min

(

1, p ·
(

VM

(

〈S , p〉
)

−Vm

(

〈S , p〉
)

+ 1
))〉

otherwise

Definition 5.3.

γ
(〈

[ ], 1
〉)

=
〈{ }

, 1
〉

=⊥L

γ
(〈

[a, b], pab

〉)

=

〈{

i ∈ Z : a ≤ i ≤ b

}

, p.m. f
(

〈[a, b], pab〉
)〉

Lemma 5.1. α is a monotonic function.

Proof. Suppose 〈S 1, p1〉 and 〈S 2, p2〉 are two elements in L, with 〈S 1, p1〉 ⊑L 〈S 2, p2〉 and S 1 , φ
8. We show that

α
(

〈S 1, p1〉
)

⊑M α
(

〈S 2, p2〉
)

.

∵ 〈S 1, p1〉 ⊑L 〈S 2, p2〉, from def. 3.2, we have, S 1 ⊆ S 2 and p1 ≥ p2.

S 1 ⊆ S 2

⇒ Vm

(

〈S 2, p2〉
)

≤ Vm

(

〈S 1, p1〉
) ∧

VM

(

〈S 1, p1〉
)

≤ VM

(

〈S 2, p2〉
)

⇒
[

Vm

(

〈S 1, p1〉
)

, VM

(

〈S 1, p1〉
)]

⊑int

[

Vm

(

〈S 2, p2〉
)

, VM

(

〈S 2, p2〉
)]

(11)

⇒ VM

(

〈S 1, p1〉
)

− Vm

(

〈S 1, p1〉
)

+ 1 ≤ VM

(

〈S 2, p2〉
)

− Vm

(

〈S 2, p2〉
)

+ 1

⇒
1

VM

(

〈S 1, p1〉
)

− Vm

(

〈S 1, p1〉
)

+ 1
≥

1

VM

(

〈S 2, p2〉
)

− Vm

(

〈S 2, p2〉
)

+ 1
(12)

α
(

〈S 1, p1〉
)

=

〈[

Vm

(

〈S 1, p1〉
)

, VM

(

〈S 1, p1〉
)]

, min

(

1, p1 ·
(

VM

(

〈S 1, p1〉
)

−Vm

(

〈S 1, p1〉
)

+ 1
))〉

and

α
(

〈S 2, p2〉
)

=

〈[

Vm

(

〈S 2, p2〉
)

, VM

(

〈S 2, p2〉
)]

, min

(

1, p2 ·
(

VM

(

〈S 2, p2〉
)

−Vm

(

〈S 2, p2〉
)

+ 1
))〉

p.m. f
(

α
(

〈S i, pi〉
))

=
min

(

1, pi ·

(

VM

(

〈S i ,pi〉
)

−Vm

(

〈S i ,pi〉
)

+1

))

VM

(

〈S i , pi〉

)

−Vm

(

〈S i ,pi〉

)

+1

= min




pi,

1

VM

(

〈S i, pi〉
)

−Vm

(

〈S i, pi〉
)

+ 1




∀i ∈ {1, 2}

Now, depending upon the values of p.m. f
(

α
(
〈S 1, p1〉

))

and p.m. f
(

α
(
〈S 2, p2〉

))

, we have 4 different cases to consider.

Case 1 : p.m. f
(

α
(

〈S 1, p1〉
))

= p1 and p.m. f
(

α
(

〈S 2, p2〉
))

= p2

We already know p1 ≥ p2 ∴ p.m. f
(

α
(

〈S 1, p1〉
))

≥ p.m. f
(

α
(

〈S 2, p2〉
))

Case 2 : p.m. f
(

α
(

〈S 1, p1〉
))

= p1 and p.m. f
(

α
(

〈S 2, p2〉
))

=
1

VM

(

〈S 2, p2〉
)

−Vm

(

〈S 2, p2〉
)

+ 1

∵ p.m. f
(

α
(

〈S 2, p2〉
))

=
1

VM

(

〈S 2, p2〉
)

−Vm

(

〈S 2, p2〉
)

+ 1

⇒ p2 ≥
1

VM

(

〈S 2, p2〉
)

−Vm

(

〈S 2, p2〉
)

+ 1

⇒ p1 ≥
1

VM

(

〈S 2, p2〉
)

−Vm

(

〈S 2, p2〉
)

+ 1
[∵ p1 ≥ p2]

8 If S 1 = φ, we have 〈S 1 , p1〉 =⊑L 〈S 2 , p2〉 ⇒α
(

〈S 1, p1〉
)

= ⊥M ⊑M α
(

〈S 2 , p2〉
)
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∴ p.m. f
(

α
(

〈S 1, p1〉
))

≥ p.m. f
(

α
(

〈S 2, p2〉
))

Case 3 : p.m. f
(

α
(

〈S 1, p1〉
))

=
1

VM

(

〈S 1, p1〉
)

−Vm

(

〈S 1, p1〉
)

+ 1
and p.m. f

(

α
(

〈S 2, p2〉
))

= p2

∵ p.m. f
(

α
(

〈S 2, p2〉
))

= p2

⇒
1

VM

(

〈S 2, p2〉
)

−Vm

(

〈S 2, p2〉
)

+ 1
≥ p2

⇒
1

VM

(

〈S 1, p1〉
)

−Vm

(

〈S 1, p1〉
)

+ 1
≥ p2 [from eq. 12]

∴ p.m. f
(

α
(

〈S 1, p1〉
))

≥ p.m. f
(

α
(

〈S 2, p2〉
))

Case 4 : p.m. f
(

α
(

〈S i, pi〉
))

=
1

VM

(

〈S i, pi〉
)

−Vm

(

〈S i, pi〉
)

+ 1
∀i ∈ {1, 2}

From eq. 12, it’s obvious that p.m. f
(

α
(

〈S 1, p1〉
))

≥ p.m. f
(

α
(

〈S 2, p2〉
))

So, in all the 4 cases, p.m. f
(

α
(

〈S 1, p1〉
))

≥ p.m. f
(

α
(

〈S 2, p2〉
))

. This result along with eq. 11 proves thatα
(

〈S 1, p1〉
)

⊑M

α
(

〈S 2, p2〉
)

. This completes the proof that α is monotonic.

Lemma 5.2. γ is a monotonic function.

Proof. Let, 〈[a, b], pab〉 and 〈[c, d], pcd〉 be two elements in M, with 〈[a, b], pab〉 ⊑M 〈[c, d], pcd〉
9. We show that

γ
(

〈[a, b], pab〉
)

⊑L γ
(

〈[c, d], pcd〉
)

.

γ
(

〈[a, b], pab〉
)

=

〈{

i ∈ Z
∣
∣
∣
∣ a ≤ i ≤ b

}

, p.m. f
(

〈[a, b], pab〉
))〉

and

γ
(

〈[c, d], pcd〉
)

=

〈{

i ∈ Z

∣
∣
∣
∣ c ≤ i ≤ d

}

, p.m. f
(

〈[c, d], pcd〉
))〉

∵ 〈[a, b], pab〉 ⊑M 〈[c, d], pcd〉, from def. 4.4 we have, [a, b] ⊑int [c, d] and p.m. f
(

〈[a, b], pab〉
)

≥ p.m. f
(

〈[c, d], pcd〉
)

.

[a, b] ⊑int [c, d]

⇒ c ≤ a
∧

b ≤ d

⇒ {i ∈ Z | a ≤ i ≤ b} ⊆ {i ∈ Z | c ≤ i ≤ d}

⇒ γ
(

〈[a, b], pab〉
)

⊑L γ
(

〈[c, d], pcd〉
)

[using def. 3.2]

This completes the proof that γ is monotonic.

Lemma 5.3. α and γ are Galois Connections i.e ∀l ∈ L : l ⊑L γ
(

α
(

l
))

and ∀m ∈ M : α
(

γ
(

m
))

⊑M m

Proof. First we show that ∀l ∈ L : l ⊑L γ
(

α
(

l
))

i.e ∀〈S , p〉 ∈ L, 〈S , p〉 ⊑L γ
(

α
(

〈S , p〉
))

.

This can be proved by expanding the definitions of α.

If, 〈S , p〉 = 〈φ, 1〉 =⊥L, we trivially have, 〈{}, 1〉 = γ
(

α
(

〈{}, 1〉
))

i.e 〈{}, 1〉 ⊑L γ
(

α
(

〈{}, 1〉
))

.

Otherwise, γ
(

α
(

〈S , p〉
))

=

〈
{

i ∈ Z

∣
∣
∣
∣Vm

(

〈S , p〉
)

≤ i ≤ VM

(

〈S , p〉
)}

, min




p,

1

VM

(

〈S , p〉
)

−Vm

(

〈S , p〉
)

+ 1





〉

and 〈S , p〉 ⊑L

〈
{

i ∈ Z

∣
∣
∣
∣Vm

(

〈S , p〉
)

≤ i ≤ VM

(

〈S , p〉
)}

, min




p,

1

VM

(

〈S , p〉
)

−Vm

(

〈S , p〉
)

+ 1





〉

10

9 If ⊥M⊑M 〈[a, b], pab〉, we trivially have γ
(

⊥M

)

⊑L γ
(

〈[a, b], pab〉
)

[ ∵γ
(

⊥M

)

=⊥L is the least element in L]
10 Trivially follows from def. 3.2, the definition of ⊑L .
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Similarly, we can prove that ∀m ∈ M α
(

γ
(

m
))

⊑M m

If m = 〈[ ], 1〉 =⊥M , we have α
(

γ
(

〈[ ], 1〉
))

= 〈[ ], 1〉 i.e α
(

γ
(

〈[ ], 1〉
))

⊑M 〈[ ], 1〉

Otherwise, α

(

γ
(

〈[a, b], pab〉
))

= α

(〈

{i ∈ Z : a ≤ i ≤ b, } ,
pab

b − a + 1

〉)

= 〈[a, b], pab〉
11

∴ α
(

γ
(

m
))

= m ⊑M m ∀m ∈ M

Hence, we’ve established the Galois Connection in terms of
(

α,γ
)

between our concrete domain, (L,⊑L) and our
abstract domain, (M,⊑M). These are all the tools required by abstract interpretation for efficient abstraction of the
concrete program states. Abstract interpretation utilizes the Galois Connection, (α, γ), to approximate the strongest
post-condition function, sp, defined over the concrete domain, L, to another corresponding function, sp#, defined
over the abstract domain, M. This approximation is useful in the sense that, elements in the abstract domain, M, are
computationally easier to work with. This is not very hard to understand – since, sp#, the approximation of sp, is
going to be defined over M, it will only work on intervals, whereas its concrete domain counterpart, sp, has to work
on concrete sets of discrete values. Intuitively, intervals are much simpler elements to work with compared to the
sets of discrete values, in view of the number of computational steps required to perform any mathematical operation
on intervals is quite less. As we are approximating the strongest post-condition function, it is inevitable that we are
going to lose some precision — results obtained using sp# will be less precise than that obtained using sp. This is a
trade-off between ease of computation and precision that we need to adapt. But, while we accept the imprecision due
to approximation, we must not compromise with safety — i.e values returned by sp# may be imprecise but it must be
safe at the same time. We explain it with the following example.

Example 5.4. Let’s say that a program variable can take values from a set {2, 4, 8, 12}with probability p, at a certain
program point. As we’ve seen earlier, these type of concrete domain elements are obtained from sp. Now the approx-
imation of sp i.e sp# is supposed to generate an abstraction of the concrete state, 〈{2, 4, 8, 12}, p〉. So, it may produce
abstract states like 〈[0, 12], p1〉 or 〈[−2, 14], p2〉 or so on, which are imprecise but safe – but it is not supposed to
generate an interval like [3, 12], which is not safe, as it fails to include a possible value (2 in this case) actually taken
by the program variable during execution.

In the following section we’ll show how we are using Galois Connection to approximate sp by sp# and apply it on
our example program from fig. 1.

6. Safe Approximation of Strongest Post-Condition Function, sp, in the Abstract Domain M

For a program statement σ, we can think of the strongest post-condition function sp as spσ : L → L. This is a
transformation from a function with two arguments i.e. sp(P, σ) to a function spσ with a single argument P which is
an element of L (a collection of program states). Given a σ, we can construct the function spσ which maps a collection
of concrete program states to another collection of concrete program states. We are interested in safe approximation
of such functions in our abstract domain M. Let sp#

σ : M → M be our choice of safe approximation in the abstract
domain M. For safe approximation of spσ by sp#

σ we require the following to hold:

∀m ∈ M, α
(

sp
(

γ(m), σ
))

⊑M sp#
(

m, σ
)

or equivalently sp
(

γ
(

m
)

, σ
)

⊑L γ
(

sp#
(

m, σ
))

The functions α and γ are defined earlier for the probabilistic interval domain abstraction. In case sp#12 is the
most precise safe approximation, we can write

α
(

sp
(

γ(m), σ
))

= sp#
(

m, σ
)

(13)

Therefore, using α and γ from def. 5.2 and def. 5.3 respectively, we can use the above eq. 13 to compute sp#. Before
doing that let’s define some notational convenience as follows:

Rel(Rd)
def
== Pr(Rd) +

1 − Pr(Rd)

MAXINT − MININT + 1
Rel(Wr)

def
== Pr(Wr) +

1 − Pr(Wr)

MAXINT − MININT + 1

11
∵ pab ≤ 1

12 For notational convenience we’ll write sp# and sp#
σ interchangeably
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Rel(+•)
def
== Pr(+•) +

1 − Pr(+•)

MAXINT − MININT + 1
Rel(≤•)

def
== Pr(≤•) +

1 − Pr(≤•)

2

Rel(≥•)
def
== Pr(≥•) +

1 − Pr(≥•)

2
For our example program from fig. 1 we have defined 4 different sp(spσ) in eq. 3, eq. 4, eq. 5 and eq. 6. For each of
these equations we define the corresponding sp#(sp#

σ) using the eq. 13 as follows:

sp#
(〈

[a, b], p
〉

, x =• 0
)

= α
(

sp
(

γ
(〈

[a, b], p
〉)

, x =• 0
))

= α
(

sp
( 〈

{i ∈ Z : a ≤ i ≤ b} , p.m. f
(

〈[a, b], p〉
)〉

, x =• 0
))

[from def. 5.3]

= α
(〈{

0
}

, Rel(Wr)
〉)

[from eq. 3]

=
〈[

0, 0
]

, Rel(Wr)
〉

[from def. 5.2] (14)

sp#
(〈

[a, b], p
〉

, x =• x +• 3
)

=
〈[

a + 3, b + 3
]

, p · Rel(Rd) · Rel(+•) · Rel(Wr)
〉

(15)

sp#
(〈

[a, b], p
〉

, x ≤• 9
)

=






〈[

a, b
]

, p · Rel(Rd) · Rel(≤•)
〉

if b < 9
〈
[

a, 9
]

,
p · (9 − a + 1)

b − a + 1
· Rel(Rd) · Rel(≤•)

〉

if a ≤ 9 ≤ b

⊥M if 9 < a

(16)

sp#
(〈

[a, b], p
〉

, x ≥• 10
)

=






〈[

a, b
]

, p · Rel(Rd) · Rel(≥•)
〉

if 10 < a
〈
[

10, b
]

,
p · (b − 10 + 1)

b − a + 1
· Rel(Rd) · Rel(≥•)

〉

if a ≤ 10 ≤ b

⊥M if b < 10

(17)

sp#
(

⊥M =
〈

[ ], 1
〉

, σ
)

= α
(

sp
(

γ
(

⊥M

)

, σ
))

= α
(

sp
(

⊥L, σ
))

= α (⊥L) [∵ sp(⊥L, σ) = ⊥L, for any program statement σ]

= ⊥M (18)

With these definitions of sp# over M, we’ll apply it on the example program from fig. 1 and show how the abstract
program states are being modified by sp# directly and eventually reaching a fixed program state.

6.0.1. Fixed point computation of abstract program states using sp#

Let us now try the reachability computation in the abstract domain. Let the set of abstract program states at different
program points of the program described in fig. 1, be defined as g#

0
, g#

1
, g#

2
, g#

3
and the abstract version of the overall

function F be defined as F #. Then we shall have,

g#
0
=

〈

[MININT, MAXINT], 1
〉

g#
1
= sp#(g#

0, x =• 0
)
⊔

M

sp#(g#
2, x =• x +• 3

)

g#
2
= sp#

(

g#
1
, x ≤• 9

)

g#
3
= sp#

(

g#
1
, x ≥• 10

)

F #
(

g#
0, g#

1, g#
2, g#

3

)

=
(〈

[MININT, MAXINT], 1
〉

, sp#(g#
0, x =• 0

)
⊔

M

sp#(g#
2, x =• x +• 3

)

,

sp#(g#
1, x ≤• 9

)

, sp#(g#
1, x ≥• 10

))

For demonstration purpose we again assume all the success probabilities to be 1 − 10−4, i.e Pr(+•) = Pr(−•) =
Pr(Rd) = Pr(Wr) = Pr(≤•) = · · · = 1 − 10−4 and value of MININT and MAXINT to be −32768 and 32767 respec-
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tively. Therefore,

(

Pr(+•) +
1 − Pr(+•)

MAXINT − MININT + 1

)

= 0.9999000015 = x (say) and

(

Pr(≤•) +
1 − Pr(≤•)

2

)

=

0.99995 = y (say)
The least fixed point of F #, i.e (F #)n(⊥M,⊥M ,⊥M,⊥M) will be our final solution. The computation of

(F #)n(⊥M ,⊥M,⊥M ,⊥M) will be as follows
(

⊥M , ⊥M , ⊥M , ⊥M

)

→

(
〈

[MININT, MAXINT], 1
〉

, •, •, •

)

→

(

•,
〈

[0, 0], x
〉

, •, •

)

→
(

•, •,
〈

[0, 0], x2y
〉

, •

)

→

(

•,
〈

[0, 3], 1
〉

, •, •

)

→

(

•, •,
〈

[0, 3], xy
〉

, •

)

→

(

•,
〈

[0, 6], 1
〉

, •, •

)

→
(

•, •,
〈

[0, 6], xy
〉

, •

)

→

(

•,
〈

[0, 9], 1
〉

, •, •

)

→

(

•, •,
〈

[0, 9], xy
〉

, •

)

→

(

•,
〈

[0, 12], 1
〉

, •, •

)

→
(

•, •, •,
〈

[10, 12], 3
13

xy
〉
)

The ‘•’ indicates, repetition of value from previous iteration. The overall solution is therefore
(〈

[MININT,≤ MAXINT], 1
〉

,
〈

[0, 12], 1
〉

,
〈

[0, 9], xy
〉

,
〈

[10, 12], 3
13

xy
〉)

=
(〈

[MININT,≤ MAXINT], 1
〉

,
〈

[0, 12], 1
〉

,
〈

[0, 9], 0.9998500065
〉

,
〈

[10, 12], 0.23073461688
〉)

In general, we may need infinite number of iterations to converge. This is because the height of the lattice M is∞.
But for practical purpose we stop iterating as soon as the intervals are fixed.

With this we have extended the general theory of abstract interpretation to the unreliable program domain. But the
common problem of abstract interpretation persists in this new domain as well. On of the major problems is speed
– the number of iterations required to reach a fixed program state usually depends on the numeric constants used in
the program. That’s why naively iterating through the collecting semantics equations over the abstract domain doesn’t
always scale up well. We need some additional tool to tackle this issue. In the next section we’ll see why the number
of iterations depends on the numeric constants used in the program and how to reduce this number to attain speed-up.

7. Fixpoint Approximation with Convergence Acceleration by Widening

Let’s consider the following code segment.

x =• 0
w h i l e ( x <• 1000)

x =• x +• 1

Probabilistic interval analysis will need around 1000 iterations to converge to interval [1000, 1000] for x at the end of
the program. This seems too slow. To reduce the number of iterations to reach a fixed point, we rely on a technique
called widening. The technique of widening basically refers to methods for accelerating the convergence of fixed point
iterations. Let’s first look at the formal definition of the widening operator. A widening operator ∇ : M × M 7→ M is
such that it holds the following two properties:

Correctness :

• ∀x, y ∈ M, γ(x) ⊑M γ(x∇y)

• ∀x, y ∈ M, γ(y) ⊑M γ(x∇y)

Convergence :

• For all increasing chains x0 ⊑M x1 ⊑M . . . , the increasing chain defined by
y0 = x0, . . . , yi+1 = yi∇xi+1, . . . is not strictly increasing.

7.1. Fixpoint approximation with widening

For every collecting semantics in abstract domain, g#
j
, we write (g#

j
)i to represent its value after ith iteration. Following

this notation, the upward iteration sequence with widening[CoC77] will be as follows:
(g#

j
)0 = ⊥M
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(g#
j
)i+1 =






(g#
j
)i if sp#

(

(g#
j
)i
)

⊑M (g#
j
)i

(g#
j
)i ∇sp#

(

(g#
j
)i
)

otherwise

This sequence is ultimately stationary and its limit, Â, is a sound upper approximation of lfp
⊥M

(sp#) i.e lfp
⊥M

(sp#) ⊑M

Â. Now we’ll use a common widening technique to implement a binary widening operator for the probabilistic interval
abstract domain.

7.2. Interval Widening with threshold set

There are several possible schemes for implementing widening operation. We shall outline one such method as follows.
A threshold set, T is a finite set of numbers (including MININT and MAXINT). For a given program, we identify the set
of constants used. Let this be the set C. We are restricting ourselves to programs with integer variables only. Now our
threshold set T = C

⋃

{MININT, MAXINT}.
Given two elements 〈[a, b], p〉 and 〈[a′, b′], p′〉 in M, ∀X ∈ M, we define the widening with threshold operator ∇T

as follows:

Definition 7.1.

X ∇T ⊥M = X

⊥M ∇T X = X

〈[a, b], p〉 ∇T 〈[a
′, b′], p′〉 =

{

〈[a, b], p〉 if 〈[a′, b′], p′〉 ⊑M 〈[a, b], p〉

〈[x, y], pxy〉 otherwise

where,
x = max{l ∈ T | l ≤ a′},
y = min{h ∈ T | h ≥ b′} and

pxy = (y − x + 1) ·min

(

max
(

p.m. f
(

〈[a, b], p〉
)

, p.m. f
(

〈[a′, b′], p′〉
))

,
1

y − x + 1

)

8. Experimental Results

We have developed a prototype static analyser for C-type programs taking hardware unreliability into consideration.
It takes a program and a hardware unreliability specification as input and calculates the probabilistic intervals for each
variable at each program point. As of now, our prototype is capable of parsing and analysing programs with integer
variables only. It has been tested with several relatively small but popular programs. For the sake of simplicity, we had
to restrict ourselves to programs that don’t contain arrays, structures and pointers. The results of our testing have been
shown in Table 2. Not all the results converged to a fixed point. We put a limiting upper bound of 20 on the number
of iterations while solving the collecting semantics iteratively. Entries marked with a tick ( ) are the ones reaching
fixed point within 20 iterations.

Let us discuss one of the results, say that of Collatz Conjecture in detail. Fig. 9 shows the code and its Control
Flow Graph, which will be later used to generate the collecting semantics.

From the Control Flow Graph, we get the Data Flow Equations as follows:
G1 = ⊥

G3 = sp(G1, x =• 10) ⊔ sp(G5, x =• x/•2) ⊔ sp(G7, x =• 3 ∗• x +• 1)
G4 = sp(G3, x >• 1)
G5 = sp(G4, x%•2 ==• 0)
G7 = sp(G4, x%•2 ,• 0)
G8 = sp(G3, x ≤• 1)

Our tool solves these equations within finite number of iterations and generates the result shown in Table 3. This
result complies with the statement of the Collatz Conjecture[Ben05], as we can see, at the end of the program (line
#8), variable x lies in the interval [1, 1]. And in case of widening operator being used, we can confirm this interval
with certainty (probability) 3.05185048982× 10−5.

13 Tested on an Intel Core-i5 CPU with frequency 3.2GHz.
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Table 2. Experimental Results

Program Name Lines of Code

Avg. time for Analysis (Number of clock ticks)13

In Concrete Domain
In Abstract Domain

Without Widening With Widening

Collatz Conjecture 8 247.2 54648.4 73546.9

Factorial 9 7587.3 116.1 31116.4

Euclid’s GCD Algorithm 10 120.7 96.4 Floating point exception
(Division by 0)

Reversal of an Integer 10 5475.7 263.6 172.4

Primality Test by Brute Force 12 134.0 102.8 32755.7

Generate First N Fibonacci
Numbers

14 2556113.6 478.7 52330.1

Test Armstrong Number 30 2553126.3 178206.3 1458990797.5

Generate Armstrong Numbers
within a Range

38 Memory exhausted 1145056.4 1823026061.7

1 void collatz conjecture(int x) {

2

3 while (x >• 1) {
4 if (x %• 2 ==• 0)
5 x =• x /• 2;
6 else

7 x =• 3 ∗• x +• 1;

8 }

9 }
collatz conjecture

> CFG

v1

v3 v8

v4

v5 v7

x =• 10

x >• 1

x ≤• 1

x %• 2 ==• 0 x %• 2 !=• 0x =• x /• 2 x =• 3 ∗• x +• 1

Fig. 9. Collatz conjecture & its Control Flow Graph

9. Applications

We have a direct application of this analysis in some of the well known real life problems. In the following section we
are going to discuss that in detail.

9.1. Reliability Analysis of Control System Software

Generally in control systems some mechanical or electrical actuators are triggered by the execution of some control
program (fig. 10). It is very common that these mechanical or electrical actuators have some predefined operating range
of physical quantities like voltage, current, force etc. — and it might malfunction or even break down if compelled to
work outside that range. This physical operating range of the actuator implicitly puts a limit on the actuating signal that
actuates it. These actuating signals are result of the execution of some control program. So, the program that generates
these signals, is also bound by the operating range of these signals. It is actually the variables in the control program,
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Table 3. Analysis Result for Collatz Conjecture

In the following results: m = −32768 (MININT) and M = 32767 (MAXINT)

Line # Concrete Domain Result (8 iterations)
Abstract Domain Result

Without Widening (11 iterations) With Widening (4 iterations)

1 x = 〈{a ∈ Z | m ≤ a ≤ M}, 1〉 x = 〈[m, M], 1〉 x = 〈[m, M], 1〉

3 x = 〈{1, 2, 4, 5, 8, 10, 16}, 0.999996199976〉 x = 〈[1, M], 1〉 x = 〈[1, M], 1〉

4 x = 〈{2, 4, 5, 8, 10, 16}, 0.999996649979〉 x = 〈[2, M], 0.999969331495〉 x = 〈[2, M], 1〉

5 x = 〈{2, 4, 8, 10, 16}, 0.999996399979〉 x = 〈[2, 32766], 0.999938563004〉 x = 〈[2, 32766], 0.999969230565〉

7 x = 〈{5}, 0.999998899993〉 x = 〈[3, M], 0.999938563004〉 x = 〈[3, M], 0.999999749998〉

8 x = 〈{1}, 0.999996049977〉 x = 〈[1, 1], 0.00409836004098〉 x = 〈[1, 1], 3.05185048982 × 10−5〉

which have predefined operating range of numerical values. If a variable is given a value from outside its operating
range, it might generate a signal that could fail to actuate the actuator i.e the mechanical or electrical component. So,
in the program level, it is absolutely necessary to have the knowledge of the operating range of each variable. These
operating ranges of the actuating signal can be derived from the manufacturer specification of the actuator.

Now the problem is, in control systems, programs can run ceaselessly for hours or even days. Moreover they run
under extreme conditions — e.g, in an automotive control system where the temperature of engine is extremely high,
some automotive control software runs for significantly long time. For this reason heating is a serious issue for control
system hardware. If heating is not handled properly, which in most cases is not done, overheated hardware circuits and
chips gradually become unreliable. Unreliability in hardware creeps into the software programs that run on top of it
and programs start to generate unreliable results.

Here is where Probabilistic Interval Analyser comes in. If we have the unreliability values of the hardware com-
ponents at different temperatures, we can use our tool on the control system program with that unreliability and it will
give a probability, pu, that the desired actuating signal, u(t) will be generated if the program is actually executed at that
instant. So, the probability, that actuating signal is generated outside the operating range of the actuator, is (1 − pu),
which is the probability of actuation failure. If we multiply (1 − pu) with 100 (say), we can give an expectation of,
number of actuation failures in 100 runs. This is an important metric in determining the reliability of a control system.
In fig. 10, we have shown a schematic work flow of this technique discussed above.

10. Related Work

Static program analysis has been a well researched area in computer science as it has major applications in wide
variety of fields – starting from compilers to as big as aviation control system and many more. All popular compilers
use different techniques for statically analysing programs before or during compilation so that it can warn the end
user about certain types of errors before the programs are actually executed. Static program analysis can detect errors
like buffer overflow, division by zero, potential NULL pointer access etc. It can also be used for code optimization
like static branch prediction, dead code elimination etc. which is an essential part of any compiler back-end. There
exist several well defined formal methods like Model Checking, Data Flow Analysis [NNH99, pp. 35–139], abstract
interpretation [CoC77] etc. which are used for static analysis of programs. Abstract interpretation is a mathematical
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Fig. 10. Schematic diagram of how Probabilistic Interval Analysis can be used for giving a reliability measurement
for control system software

tool for program analysis that was first introduced in 1977 [CoC77]. Even since its inception, it has gained tremendous
popularity among the programming language researchers’ community.

There exists extremely popular and efficient static program analyser tool like ASTRÉE [CCF+05] that uses abstract
interpretation at its core. It aims at proving the absence of Run Time Errors in programs written in the C language. On
personal computers, such errors, commonly found in programs, usually result in unpleasant error messages and the ter-
mination of the application, and sometimes in a system crash. In embedded applications, such errors may have graver

consequences. ASTRÉE analyzes structured C programs, with complex memory usages, but without dynamic memory
allocation and recursion. This encompasses many embedded programs as found in earth transportation, nuclear energy,
medical instrumentation, aeronautic, and aerospace applications, in particular synchronous control/command such as

electric flight control [DeS07] [SoD07] or space vessels manoeuvres [BCC+08]. Apart from ASTRÉE there are tools
for static timing analysis also. One such tool is aiT Worst Case Execution Time (WCET) Analyzer. It computes tight
upper bounds for the worst-case execution time of every possible execution scenario, with any combination of inputs.
These tools use abstract interpretation as their basic building block for analysing the program. Several such tools are
available at https://www.absint.com.

New abstract domains have been discovered over the years. People used the concept of abstract interpretation with
interval abstract domain [BNS10], abstract domain for linear congruence equalities [Gra91], abstract domains for lin-
ear combinations of program variables, such as octagon abstract domain [Min06], polyhedra abstract domain [SeB13]
etc. All these domains are used to represent different information about the program states. There is a trade-off between
the level of abstraction and the precision of results. The simpler the domain is (more abstract) the lesser information
it can capture. For example the interval abstract domain is the simplest among all the aforementioned domains and it
is non relational as well, i.e it yields simple intervals for individual program variables at different program points. The
other abstract domains such as, linear congruence equalities domain, octagon abstract domain and polyhedra abstract
domain are relational domains. They generate relational (in)equalities among two or more program variables. For a

https://www.absint.com
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family of n program variables, x1, x2 · · · xn, the result of analysis in linear congruence equalities domain will gener-

ate invariants of the form

n∑

i=1

αixi ≡ c [m], where α1, α2 · · ·αn, c,m are integers and ≡ is the arithmetic congruence

relation (i.e a ≡ b [m] if and only if ∃k ∈ Z, a = b + km). Octagon and polyhedra abstract domains deal with linear
arithmetic constraints of general form. Octagon abstract domain is constrained to (in)equalities of at most 2 program
variables, whereas polyhedra abstract domain is most general and it can handle all possible linear (in)equalities. Anal-
ysis in octagon abstract domain generates constraints of the form ±xi ± x j ≤ c, where xi and x j range among program
variables and c is a constant in Z,Q or R. Finally the polyhedra abstract domain can generate constraints of the form

n∑

i=1

αixi ≤ c, where α1, α2 · · ·αn, c are constants in Z,Q or R. In this work, we’ve designed another abstract domain,

the probabilistic interval abstract domain, that is a generalization of the interval abstract domain. While the analysis
in interval abstract domain yields intervals for individual program variables with a fixed probability of 1, this new non
relational abstract domain relaxes that constraint and it can also generate intervals with probabilities other than 1.

Works have been done on applying abstract interpretation in the domain of probabilistic programs also. To men-
tion a few of the notable works, we start with the work of static analysis of programs with imprecise probabilistic
inputs, which heavily relies on Dempster-Shafer structures (DSI) or P-boxes [ABG+14]. This analyser assumes each

input value to be lying within a confidence box [P, P]. It analyses programs using random generators or random inputs
and also allow non-deterministic inputs, not necessarily following a random distribution. Based on this assumption,
it works on to perform the interval analysis of each program variable. Few other works are there, where people stati-
cally analyse programs with non-deterministic and probabilistic behaviour [Mon00] [Mon01] [SCG13] using general
abstract interpretation based method.

Our work is orthogonal to all these as we are concerned with the imprecision seeded into the hardware rather than
in input. So, in our case inputs come from reliable sources with reliable values. Essentially we’ll be designing a new
abstract domain that takes care of the hardware unreliability, during the course of this work.

11. Conclusion

Result obtained by simple interval analysis is not much precise (even though it is safe), especially when widening
is used. There are other abstract domains that can give more precise results. People have already designed abstract
domains like octagon abstract domain [Min06], polyhedra abstract domain [SeB13] etc. which are little complex than
the simple interval abstract domain but they generate much precise results. Unlike interval abstract domain, which
treats each program variable separately, octagon abstract domain works on a linear combination of two variables and
polyhedra abstract domain works on a linear combination of arbitrary number of variables at a time. The measure of
imprecision in the result decreases as we move from interval to octagon to polyhedra abstract domain respectively.
Scope is there for extending these two abstract domains, octagon and polyhedra, for unreliable programs as well. We
can expect them to improve the result of the analysis here as well, taking care of the hardware unreliability at the same
time.
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