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Abstract. Graphics design is important for various applications, includ-
ing movie production and game design. To create a high-quality scene,
designers usually need to spend hours in software like Blender, in which
they might need to interleave and repeat operations, such as connect-
ing material nodes, hundreds of times. Moreover, slightly different design
goals may require completely different sequences, making automation dif-
ficult. In this paper, we propose a system that leverages Vision-Language
Models (VLMs), like GPT-4V, to intelligently search the design action
space to arrive at an answer that can satisfy a user’s intent. Specifically,
we design a vision-based edit generator and state evaluator to work to-
gether to find the correct sequence of actions to achieve the goal. Inspired
by the role of visual imagination in the human design process, we supple-
ment the visual reasoning capabilities of VLMs with “imagined” reference
images from image-generation models, providing visual grounding of ab-
stract language descriptions. In this paper, we provide empirical evidence
suggesting our system can produce simple but tedious Blender editing
sequences for tasks such as editing procedural materials from text and/or
reference images, as well as adjusting lighting configurations for product
renderings in complex scenes. 1

1 Introduction

To produce the compelling graphics content we see in movies or video games, 3D
artists usually need to spend hours in software like Blender to find appropriate
surface materials, object placements, and lighting arrangements. These opera-
tions require the artist to create a mental picture of the target, experiment with
different parameters, and visually examine whether their edits get closer to the
end goal. One can imagine automating these processes by converting language
or visual descriptions of user intent into edits that achieve a design goal. Such
a system can improve the productivity of millions of 3D designers and impact
various industries that depend on 3D graphic design.

Graphic design is very challenging because even a small design goal requires
performing a variety of different tasks. For instance, modeling of a game envi-
ronment requires the 3D artist to cycle between performing modeling, material

1 For project website and code, please go to: https://ianhuang0630.github.io/
BlenderAlchemyWeb/
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Fig. 1: Overview of BlenderAlchemy. Given an input Blender state and a user
intention specified using either language or reference images, BlenderAlchemy edits
the Blender state to satisfy that intention by iteratively refining a Blender python
program that executes to produce the final Blender state. Our system additionally
leverages text-to-image generation for visual imagination, a step that expands a text-
only user intention to a concrete visual target to improve program refinement.

design, texture painting, animation, lighting, and scene composition. Prior at-
tempts usually focus on specific editing tasks, like material synthesis [11, 65].
While these approaches show promising performance in the tasks they are de-
signed for, it is non-trivial to combine these task-specific methods to satisfy
an intended design goal. An alternative is to leverage Large Language Models
(LLMs) [25,30,48] to digest user intent and suggest design actions by proposing
intelligent combination of existing task-specific tools [39] or predicting editing
programs step-by-step [52, 60]. While LLMs have excellent abilities to under-
stand user intentions and suggest sequences of actions to satisfy them, applying
LLMs to graphical design remains challenging largely because language cannot
capture the visual consequences of actions performed in software like Blender.

One promising alternative is to leverage vision language models (VLM), such
as LLaVA [26], GPT-4V [31], Gemini [47], and DallE-3 [10]. These VLMs have
shown to be highly capable of understanding detailed visual information [16,59,
61,62] and generating compelling images [10]. We posit that these VLMs can be
leveraged to complete different kinds of design tasks within the Blender design
environment, like material editing and the design of lighting setups.

In this paper, we provide a proof-of-concept system using the vision founda-
tion model GPT-4V to generate and edit programs that modify the state of a
Blender workspace to satisfy a user intention. Specifically, we first initialize the
state of a workspace within Blender. The Blender state is parameterized as a
short Python program, and a base Blender file. The user will then input a text
description and potentially a reference image to communicate the desirable de-
sign outcome. The system is tasked to edit the program so that, when executed
on the base Blender file, the rendered image can satisfy the user’s intention.
Figure 1 provides an illustration of the problem setup.
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Fig. 2: Iterative visual program editing employs a edit generator G and a state
evaluator V in each iteration to explore and prune different potential program edits,
where G generates plausible variants of an input program and V picks between two
programs based on the consequences they have to the Blender visual state and their
alignment to the user intention. Each iteration of the refinement explores variations of
the most promising program from the previous iteration. See Algorithm 1 for details.

Naively applying VLMs to this editing setting gives rise to many failure cases,
possibly due to the fact that out-of-the-box VLMs have a poor understanding
of the visual consequences of Blender program edits. To counter this, we pro-
pose a visually-guided program search procedure that combines a vision-aware
edit generator and a visual state evaluator to iteratively search for a suitable
program edit (Figure 2). Inspired by the human design process, our system per-
forms guided trial-and-error, capped by some computation budget. Within each
iteration, the visual program generator will propose several possible edits on the
current program. These edits will be applied and executed in Blender to produce
a rendered image. These rendered images will be provided to visual evaluator,
which will select the best renders via pairwise comparison by assessing which
choice better satisfies the design goal specified by text and reference image. The
program achieving the best render will replace the current program as a starting
point for the visual program generator. This iterative search process, however,
has very low success rate because of the sparsity of correct program edits in the
vast program space. To improve the success rate, we further propose two tech-
niques. First, when the proposed program of the new iteration does not contain
a viable candidate, we revert to the best candidate of the prior program. This
reversion mechanism make sure the search procedure will not diverge when fac-
ing a batch of bad edit candidates. Second, to facilitate our visual evaluator and
generator to better understand user intent, we leverage the “visual imagination”
of text-to-image generative model to imagine a reference image. We show that
our method is capable of accomplishing graphical design tasks within Blender,
guided by user intention in the form of text and images. We demonstrate the ef-
fectiveness of our system on material and lighting design tasks, both parts of the
3D design process where artists spend a significant amount of time, ranging from
20 hrs to 4-6 workdays per model [3, 4]. We show that our method can outper-
form prior works designed for similar problem settings, such as BlenderGPT [2].
In summary, the main contributions of this paper include:

1. We propose BlenderAlchemy, a system that’s able to edit visual programs
based on user input in the form of text or images.
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2. We identify key components that make the system work: a visual state eval-
uator, a visual edit generator, a search algorithm with an edit reversion
mechanism, and a visual imagination module to facilitate the search.

3. We provide evidence showing that our system can outperform prior works in
text-based procedural material editing, as well as its applicability to other
design tasks including editing lighting configurations.

2 Related works
Task-specific tools for Material Design. Large bodies of works have been
dedicated to using learning-based approaches to generate materials. Prior works
exploit 2D diffusion models to generate texture maps either in a zero-shot
way [11, 24, 36, 53, 57] or through fine-tuning [40, 63]. Though these works open
the possibility of generating and modifying textures of objects using natural lan-
guage for 3D meshes, these works do not model the material properties in a way
that allows such objects to be relit. Other methods directly predict the physical
properties of the surface of a material through learning, using diffusion [49,50] or
learning good latent representations from data [13,20,23,28,42,65]. However, for
all of the work mentioned so far, their fundamentally image-based or latent-based
representations make the output materials difficult to edit in existing 3D graphics
pipelines. People have also explored combining learning-based approaches with
symbolic representations of materials [37, 46]. These works often involve creat-
ing differentiable representations of the procedural material graph often used in
3D graphical design pipelines, and backpropagating gradients throughout the
graph to produce an image that can match the target [19, 22, 41]. Other works
like Infinigen [35] use rule-based procedural generation over a library of proce-
dural materials. However, no prior works in this direction have demonstrated
the ability to edit procedural material graphs using user intention specified by
language [37], a task that we are particularly interested in. Though the afore-
mentioned works excel at material design, they aren’t generalizable to other 3D
graphics design task settings. BlenderAlchemy, on the other hand, aims to pro-
duce a system that can perform various design tasks according to user intents.
This usually requires combining different methods together in a non-trivial way.
LLM as general problem solvers. Large language models (LLMs) like GPT-
4 [30,31], Llama [48], and Mistral [25] have in recent years demonstrated unprece-
dented results in a variety of problem settings, like robotics [7,15,21,27,44,55,64],
program synthesis [29, 38, 43], and graphic design [24, 53, 58]. Other works have
shown that by extending such models with an external process like Chain-of-
Thought [52], Tree-of-Thought [60] or memory/skill database [14, 32, 33, 51],
or by embedding such systems within environments where it can perceive and
act [14, 32, 39, 51], a range of new problems that require iterative refinement
can be solved. Their application to visual problem settings, however, has mostly
been limited due to the nonexistent visual perception capabilities of the LLMs
[14, 18, 51, 53, 56, 58]. While this could be sidestepped by fully condensing the
visual state of the environment using text [32] or some symbolic representa-
tion [14,51], doing so for 3D graphic design works poorly. For instance, the task
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of editing a Blender material graph to create a desired material requires many
trial-and-error cycles and an accurate understanding of the consequences certain
design actions can have on the visual output. Recent works that apply LLMs
to graphical design settings [14,18] and ones that more specifically do so within
Blender (like BlenderGPT [2], 3D-GPT [45] and L3GO [56]) do not use visual
information to inform or refine their system’s outputs, leading to unsatisfactory
results. BlenderAlchemy borrows ideas from existing LLM literature and tries
to address this issue by inputting visual perception into the system.
Vision-Language Models. State-of-the-art vision language models, such as
LLaVA [26], GPT-4V [31], and Gemini [47] have demonstrated impressive un-
derstanding of the visual world and its connections to language and semantics,
enabling many computer vision tasks like scene understanding, visual question
answering, and object detection to be one API call away [16,17,59,61,62]. Works
such as [9,54] suggest that such models can also be used as a replacement for hu-
man evaluators for a lot of tasks, positioning them as tools for guiding planning
and search by acting as flexible reward functions. BlenderAlchemy takes the first
steps to apply VLMs to solve 3D graphic design tasks, a novel yet challenging
application rather unexplored by existing works.

3 Method

The goal of our system is to perform edits within the Blender 3D graphic design
environment through iteratively refining programs that define a sequence of edits
in Blender. This requires us to (1) decompose the input initial Blender input
into a combination of programs and a “base” Blender state (Section 3.1) and (2)
develop a procedure to edit each program to produce the desired visual state
within Blender to match a user intention (Sections 3.2).

3.1 Representation of the Blender Visual State

The state of the initial Blender design environment can be decomposed into
an “base” Blender state Sbase and a set of initial programs {p(1)0 , p

(2)
0 , ..., p

(k)
0 }

that acts on state Sbase to produce the initial Blender environment through a
dynamics function F that transitions from one state to another based on a set
of programmatic actions:

Sinit = F
({

p
(i)
0

}
i=1...k

, Sbase

)
In our problem setting, F is the python code executor within the Blender

environment that executes {p(i)0 }i=1...k in sequence. We set each initial program
p
(i)
0 to be a program that concerns a single part of the 3D graphical design

workflow – for instance, p
(1)
0 is in charge of the material on one mesh within

the scene, and p
(2)
0 is in charge of the lighting setup of the entire scene. The

decomposition of Sinit into Sbase and p10...p
k
0 can be done using techniques like the
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“node transpiler” from Infinigen [35], which converts entities within the Blender
instance into lines of Python code that can recreate a node graph, like a material
shader graph. We develop a suite of tools to do this in our own problem setting.

Though it’s possible for all edits to be encompassed in a single program
instead of k programs, this is limiting in practice – either because the VLM’s
output length isn’t large enough for the code necessary or because the VLM has a
low success rate, due to the program search space exploding in size. Although it is
possible that future VLMs will substantially mitigate this problem, splitting the
program into k task-specific programs may still be desirable, given the possibility
of querying k task-specific fine-tuned/expert VLMs in parallel.

3.2 Iterative Refinement of Individual Visual Programs

Suppose that to complete a task like material editing for a single object, it
suffices to decompose the initial state into Sbase and a single script, p0 – that
is, Sinit = F ({p0}, Sbase). Then our goal is to discover some edited version of
p0, called p1, such that F ({p1}, Sbase) produces a visual state better aligned
with some user intention I. Our system assumes that the user intention I is
provided in the form of language and/or image references, leveraging the visual
understanding of the latest VLM models to understand user intention.

Algorithm 1 Iterative Refinement of Visual Programs
1: procedure Tournament(State candidates {S1, S2, ...Sk}, Visual state evaluator

V , User intention I)
2: if k > 2 then
3: w1 ← Tournament({S1, S2, ...Sk/2}, V , I),
4: w2 ← Tournament({Sk/2, Sk+1, ...Sk}, V , I)
5: else
6: w1 ← S1, w2 ← S2

7: end if
8: return V (w1, w2, I)
9: end procedure

10: procedure Refine(Depth d, Breadth b, Intention I, Edit Generator G, State
Evaluator V , Base state Sbase, Initial program p0, Dynamics Function F )

11: S0 ← F (p0, Sbase), Sbest ← S0, pbest ← p0
12: for i← 1 to d do
13: Pi = N (pbest) if i is odd else P ▷ “Tweak” or “Leap” edits
14: p1i , p

2
i ...p

b
i ← G(pbest, Sbest, I, b,Pi) ▷ Generate b options

15: S1
i ← F (p1i , S0), ..., S

b
i ← F (pbi , S0) ▷ Observe the visual states

16: S∗
i ← Tournament({S1

i , S
2
i ...S

b
i } ∪ {Sbest}, V , I) ▷ Choose the best

17: Sbest ← S∗
i , pbest ← p∗i ▷ Best visual state and programs so far

18: end for
19: return Sbest, pbest

20: end procedure
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To discover a good edit to p0, we introduce the procedure outlined in Algo-
rithm 1, an iterative refinement loop that repeatedly uses a visual state evaluator
V to select among the hypotheses from an edit generator G. A single “agent” for
a certain task like procedural material design can be fully described by (G,V ).

Inspired by works like [54], we propose a visual state evaluator V (S1, S2, I),
which is tasked with returning whichever of the two visual states (S1 or S2)
better matches the user intention I. This evaluator is applied recursively to
choose the most suitable visual state candidate among b visual state candidates
by making O(log(b)) queries, as done in Tournament in Algorithm 1.

Though it seems straightforward to ask the same VLM to edit the code in
a single pass, this leads to many failure cases (see more in Section 4.2). Due to
the VLM’s lack of baked-in understanding of the visual consequences of various
programs within Blender, a multi-hypothesis and multi-step approach is more ap-
propriate. Extending Tree-of-Thoughts [60] to the visual domain, G(p, S, I, b,P)
is a module tasked with generating b different variations of program p, condi-
tioned on the current visual state S and user intention I, constrained such that
the output programs fall within some family of programs P, which can be used
to instill useful priors to the edit generator.

Below we describe some additional system design decisions that ensured bet-
ter alignment of the resultant edited program to the user intention, either by
improving the stability of the procedure or by supplementing the visual under-
standing of VLMs. The effect of each is investigated in Section 4.2.

Hypothesis Reversion. To improve the stability of the edit discovery process,
we add the visual state of the program being edited at every timestep (Sbest for
pbest) as an additional candidate to the selection process, providing the option
for the process to revert to an earlier version if the search at a single iteration
was unsuccessful. Line 16 in Algorithm 1 shows this.

Tweak and Leap Edits. An important characteristic of visual programs is that
continuous values hard-coded within the program can modify the output just as
much as structural changes. This is in contrast to non-visual program synthesis
tasks based on unit-tests of I/O specs, like [8, 12], where foundation models are
mostly tasked to produce the right structure of the program with minimal hard-
coded values. Given a a single visual program p ∈ P, the space of visual outputs
achievable through only tweaking the numerical values to function parameters
and variable assignments can cover a wide range, depending on the fields avail-
able in the program. In Algorithm 1, we refer this space as the “neighborhood”
of p or “tweak” edits, N (p). Though this can result in a very small change to
the program, this can lead to a large visual difference in the final output, and
in a few edits can change the “wrong” program into one more aligned with the
user intention. On the other hand, more drastic changes (or “leap” edits) may
be needed to accomplish a task. Consider for example the task of changing a
perfectly smooth material to have a noised level of roughness scattered sparsely
across the material surface. This may require the programmatic addition of the
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relevant nodes (e.g. color ramps or noise texture nodes), and thus the edited
program falls outside of N (p).

Empirically, we find that the optimal edits are often a mix of tweak and leap
edits. As such, our procedure cycles between restricting the edits of G to two
different sets: the neighborhood of pbest, and the whole program space P (Line
13 in Algorithm 1). In practice, such restrictions are softly enforced through in-
context prompting of VLMs, and though their inputs encourage them to abide
by these constraints, the model can still produce more drastic “tweak” edits or
conservative “leap” edits as needed.

Visual Imagination. In the case when the user intention is communicated
purely textually, their intention may be difficult for the VLM to turn into suc-
cessful edits. Prior works like [24, 53, 58] have made similar observations of ab-
stract language for 3D scenes. Consider, for example, the prompt “make me a
material that resembles a celestial nebula”. To do this, the VLM must know what
a celestial nebula looks like, and how it should change the parameters of the ma-
terial shader nodes of, say, a wooden material. We find that in such cases, it’s
hard for the VLM to directly go from abstract descriptions to low-level program
edits that affect low-level properties of the Blender visual state.

Instead, we propose supplementing the text-to-program understanding of
VLM’s with the text-to-image understanding in state-of-the-art image gener-
ation models. Intermediary visual artifacts (images generated using the user
intention) are created and used to guide the refinement process towards a more
plausible program edit to match the desired outcome, as shown in Figure 1. The
generated images act as image references in addition to the textual intention
provided by the user. This constitutes a simple visual chain of thought [52] for
visual program editing, which not only creates a reference image for G and V
to guide their low-level visual comparisons (e.g. color schemes, material rough-
ness... etc.), but also provides a user-interpretable intermediary step to confirm
the desired goals behind an otherwise vague user intention.

4 Experiments

We demonstrate BlenderAlchemy on editing procedural materials and lighting
setups within Blender, two of the most tedious parts of the 3D design workflow.

4.1 Procedural Material Editing

Procedural material editing has characteristics that make it difficult for the
same reason as a lot of other visual program settings: (1) small edit distances
of programs may result in very large visual differences, contributing to potential
instabilities in the edit discovery process, (2) it naturally requires trial-and-error
when human users are editing them as the desired magnitude of edits depends
on the visual output and (3) language descriptions of edit intent typically do not
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contain low-level information for the editor to know immediately which part of
the program to change.

We demonstrate this on two different kinds of editing tasks: (1) turning
the same initial material (a synthetic wooden material) into other materials de-
scribed by a list of language descriptions and (2) editing many different initial
materials to resemble the same target material described by an image input.
For the starting materials, we use the synthetic materials from Infinigen [35].

Text-based material-editing An attractive application of our system is in the
modification of preexisting procedural materials using natural language descrip-
tions that communicate user intent, a desireable but thus far undemonstrated
capability of neurosymbolic methods [37]. We demonstrate our system’s capabil-
ities by asking it to edit a wooden material from Infinigen [35] into many other
materials according to diverse language descriptions of target materials that are,
importantly, not wood. In reality, this is a very challenging task, since this may
require a wide range in the size of edits even if the language describing desired
target material may be very similar.

Figure 3 shows examples of edits of the same starter wood material using dif-
ferent language descriptions, and Figure 4 demonstrates the intermediary steps
of the problem solving process for a single instance of the problem. Our system
is composed of an edit generator that generates 8 hypotheses per iteration, for 4
iterations (d = 4, b = 8), cycling between tweak and leap edits. It uses GPT-4V
for edit generation and state evaluation, and DallE-3 for visual imagination.

We compare against BlenderGPT, the most recent open-sourced Blender
AI agent that use GPT-4 to execute actions within the Blender environment
through the Python API. 2 We provide the same target material text prompt
to BlenderGPT, as well as the starter code for the initial wood material for
reference. We compare the CLIP similarity of their output material to the input
text description against our system. BlenderGPT reasons only about how to edit
the program using the input text description, doing so in a single pass without
state evaluation or multi-hypothesis edit generation. To match the number of
edit generator queries we make, we run their method a maximum of 32 times,
using the first successful example as its final output. Everything else remains
the same, including the starter material program, text description, base Blender
state, and lighting setup.

We find that qualitatively, BlenderGPT produces much shallower and more
simplistic edits of the input material, resulting in low-quality output materials
and poor alignment with the user intention. Examples can be seen in Figure 5.
For instance, observe that for the “digital camouflage” example, BlenderAlchemy
is able to produce the “sharper angles” that the original description requests
(See Figure 3) whereas BlenderGPT produces the right colors but fails to create
the sharp, digital look. For “metallic swirl” example, our system’s visual state
selection process would weed out insufficiently swirly examples such as the one

2 Concurrent works like 3DGPT [45], L3GO [56] have not yet open-sourced their code.
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Fig. 3: Text-based Material Editing Results. The step-by-step edits of a 4x8
version of BlenderAlchemy to the same wooden material, given the text description on
the left as the input user intention.

given by BlenderGPT, enabling our method to produce a material closer to the
prompt.

Table 1 demonstrates the comparison in terms of the average ViT-B/32 and
ViT-L/14 CLIP similarity scores [34] with respect to the language description.
Our system’s ability to iteratively refine the edits based on multiple guesses at
each step gives it the ability to make more substantive edits over the course of the
process. Moreover, visual grounding provided both by the visual state evaluator
as well as the output of the visual imagination stage guides the program search
procedure to better align with the textual description.

Image-based material-editing Given an image of a desired material, the task
is to convert the code of the starter material into a material that contains many
of the visual attributes of the input image, akin to doing a kind of style transfer
for procedural materials.

At each step, the edit generator is first asked to textually enumerate a list of
obvious visual differences between the current material and the target, then asked
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Fig. 4: The edit discovery process of turning a wooden material into “mar-
bled granite”. Each column shows the hypotheses generated by G, with the most
promising candidates chosen by V indicated by the highlights. Note that iteration 3
proved to be unfruitful according to V , and the method reverts to the best candidate
from iteration 2, before moving onto iteration 4.

Table 1: CLIP scores of BlenderAlchemy vs. BlenderGPT for the text-based
material editing task. We find that a version of our system that has no visual compo-
nents (-Vision) still outperforms BlenderGPT. By adding vision to the state evaluator
alone (-Vision G) and not the edit generator, a further improvement is observed.

Metric BlenderGPT -Vision -Vision G Ours

ViT-B/32 (↑) 25.2 25.7 27.8 28.2
ViT-L/14 (↑) 21.1 21.8 23.4 24.0

to locate lines within the code that may be responsible for these visual differences
(e.g . “the target material looks more rough” → “line 23 sets a roughness value,
which we should try to increase”) before finally suggested an edited version of
the program. As such, low-level visual differences (e.g . color discrepancies) are
semantically compressed first into language descriptions (e.g . “the target is more
red”), before being fed into the editing process, resulting in the behavior that
our system produces variations of the input material that resembles the target
image along many attributes, even if its outputs don’t perfectly match the target
image (See Figure 6). Our system is the same as for text-based material editing,
but without the need for visual imagination.

4.2 Ablation Experiments on Material Editing

Value of visually-grounded edit generators and state evaluators How
important is it that the edit generator G and state evaluator V have access to
vision? We ablate (1) visual perception of G by prompting it to only propose
edits based on the text of the initial program p0, without any visual information
(neither the initial rendering S0 or, if applicable, images of intentions) and (2)
additionally the visual perception of V , by letting it decide which of two programs
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Fig. 5: Comparisons between our method and BlenderGPT for the text-
based material editing task setting. Note how our materials align better with the
original language prompts (See Figure 3 for the original prompts). The input material
being edited is the same wooden material.

Fig. 6: Material editing based on image inputs. Our edit intention is described
by the target image shown on the right. 5 different Infinigen [35] initial materials are
shown here, and the final edit. Note how in each case, certain attributes of the target
material (metallicness, color, texture) are transferred.

is better purely on the basis of the program code and the textual description of
the user intention I. Table 3 shows the consequences of such ablations to the
alignment to the user intention.

Value of the multi-hypothesis, multi-step approach We vary the dimen-
sions of our system (d and b within Algorithm 1) to demonstrate the importance
of having a well-balanced dimensions. We keep the total number of calls to the
edit generator constant (d×b) at 32 requests. Table 2 shows the result of this on
the image-based material editing task. This suggests that there’s a sweet-spot
in the system dimensions (8× 4 or 4× 8) where the system is neither too wide
(large b, in which case the system tends to overly explore the program space,
and produce insubstantial edits) or too tall (large d, and in which case the sys-
tem has high risk of overly exploiting suboptimal edit candidates). By the same
argument, even if BlenderGPT [2] was equipped with visual perception and a
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Table 2: Different dimensions of BlenderAlchemy and their metrics on the
image-based material editing task. “1 × 32” indicates a setup that uses d = 1
(number of iterations) and b = 32 (number of hypotheses per iteration) in Algorithm
1. This shows the clear advantage of using a more balanced choice of d and b over
sequential iterative refinement method (32×1) or querying the language model multiple
times without refinement (1× 32).

1× 32 2× 16 4× 8 8× 4 16× 2 32× 1

ViT-B/32 (↑) 81.7 82.9 81.7 84.1 83.6 81.6
Photometric (↓) 0.066 0.066 0.049 0.050 0.056 0.087
LPIPS (↓) 0.64 0.54 0.52 0.50 0.52 0.59

Table 3: Ablating system design decisions. For the text-based material editing
task, we compare against variants in which we remove (1) visual perception from G and
V (-Vision), (2) visual perception from G and not from V (-Vision G), (3) visual
imagination (-Imagin.), (4) reversion capabilities (-Revert), (5) the option of leap
edits (-Leap) or (6) tweak edits (-Tweak). We use a 4× 8 version of BlenderAlchemy.
Edits 1 to 4 correspond to the output at each refinement step of the BlenderAlchemy
process. We show the ViT-B/32 CLIP scores here.

-Vision -Vision G -Imagin. -Revert -Leap -Tweak Ours

Edit 1 27.4 27.6 26.8 27.1 27.1 27.2 27.8
Edit 2 26.1 27.6 27.1 26.4 27.6 27 27.9
Edit 3 26.5 27.6 26.8 26.6 27.7 26.9 28.4
Edit 4 25.7 27.8 26.9 25.8 27.8 26.6 28.2

state evaluator to choose among 32 candidates, it would still suffer from the
same issues as the 1× 32 version of our method.

Hypothesis Reversion The intended effect of hypothesis reversion is to ensure
the stability of the procedure, especially when (1) the tree’s depth is sufficient
for the edit search to go astray and (2) when leap edits can cause large and
potentially disruptive edits in a single iteration of our procedure. As seen in Table
3, removing the ability to revert hypotheses causes divergence of the alignment
to the text description over several edits, and larger drops in average CLIP-
similarity corresponds to when leap edits happen (Edit 2 and Edit 4).

Tweak/Leap Edits When we ablate all “tweak” edits (“-Tweak” in Table 3)
by making all edits “leap” edits, we observe a strong divergence from the user
intention. Conversely, ablating all “leap” edits (“-Leap” in Table 3) leads to slow
but steady increase in alignment with the user intention, but too conservative
to match the “tweak+leap” variant (“Ours” in Table 3).

Visual Imagination Visual imagination is an additional image-generation step
before launching the procedure in Algorithm 1, with the intended effect of guid-
ing the edit generator and state evaluator with text-to-image understanding of
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Fig. 7: Optimizing the lighting of the scene setup to the text-based user intention.
We base the initial Blender state input based on a product visualization made by a
Blender artist Nam Nguyen, downloaded from BlenderKit.

Fig. 8: Optimizing the lighting and material iteratively within a product visual-
ization scene, to satisfy the text-based user intention. Note the dimming of the environ-
ment lighting for the nighttime lighting, and the glowing-hot material the editing pro-
cedure has produced. We base the initial Blender state input based on a product visu-
alization made by an artist blendervacations Kushwaha, downloaded from BlenderKit.

state of the art image diffusion models. Without it, user intentions communicated
using abstract language descriptions lead to poorer edits due to having limited
information to properly guide the low-level visual comparisons (e.g. color, tex-
tures, ...etc.) by the state evaluator and edit generator (See Table 3).

5 Lighting

We show that BlenderAlchemy can be used to adjust the lighting of scenes
according to language instructions as well. Figure 7 shows this being done for
an input product visualization designed by a Blender artist.

As mentioned in Section 3.1, we can consider iteratively optimizing two
separate programs, one controlling the lighting of the whole scene and an-
other controlling the material of an object within the scene. That is, Sinit =

F ({p(L)
0 , p

(M)
0 }, Sbase) for initial lighting program p

(L)
0 and material program

p
(M)
0 . Figure 8 shows an example of this, where two separate pairs of edit gener-
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ators and state evaluators, (GM , VM ) and (GL, VL), are used to achieve an edit
to the scene that aligns with the user intention, using Algorithm 2, with k = 2.

Algorithm 2 Optimization of many programs using Algorithm 1
1: procedure MultiskillRefine(Iteration number N , Agent collection
{(G1, V1), (G2, V2)...(Gk, Vk)}, Base state Sbase and Initial programs
{p(1)0 , p

(2)
0 , ...p

(k)
0 }, User intention I, Dynamics function F )

2: p
(1)
best ← p

(1)
0 , ..., p(k)best ← p

(k)
0 ▷ Initialize best program edits

3: for i← 1 to N do:
4: for j ← 1 to k do:
5: Fj ← λx, Sbase : F ({p(a)best}a̸=j ∪ {x}, Sbase) ▷ partial function
6: Sj

best, p
j
best ← Refine(d, b, I,Gj , Vj , Sbase, p

(j)
best, Fj)

7: end for
8: end for
9: return {p(1)best, ...p

(k)
best}

10: end procedure

6 Conclusion & Discussion

In this paper, we introduce BlenderAlchemy, a system that performs edits within
the Blender 3D design environment by leveraging vision-language models to
iteratively refining a program to be more aligned with the user intention, by using
visual information to both explore and prune possibilities within the program
space. We equip our system with visual imagination by providing it access to
text-to-image models, a tool it uses to guide itself towards program edits that
better align with user intentions.

Limitations and Future works. We’ve demonstrated this concept on lighting
setup and material editing, and we believe that future work should seek to extend
this to other graphical design workflows as well, such as character animation
and 3D modeling. Furthermore, as our core focus has been demonstrating the
plausibility of the program refinement procedure, we do not build or use a library
of tools/skills [14,51,56]. BlenderAlchemy can be further strengthened if a strong
workflow-specific library of skills is either provided [14,39,56] or learned [51].
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We discuss the societal impact and limitations of our work in Sections A
and B. We then outline the prompts we use for the state evaluator and edit
generator in Section C. We investigate the qualitative effects of ablating parts of
our system in Section D. In Section E, we provide insights on the code edits that
BlenderAlchemy produces, and the resultant changes to the material node graph.
Finally, we showcase some renderings of scenes that feature BlenderAlchemy
materials in Section F.

A Societal Impact

Impact on the creative community. Blender is the most popular free and
open sourced 3D creation suite for both professional and hobbyist 3D designers,
and has developed a huge community of artists (r/blender has, as of March
2024, close to 1.2 million members [6]) and developers (the Blender github has
4.1K followers, and 134K commits to their official Blender repo [1]). Community
efforts like Blender open movies ( https://studio.blender.org/films/) not
only demonstrate the versatility and expressive power of the tool itself, but
also the collective drive of human imagination. Lowering the barrier to entry
for the regular user to participate in such community art projects is the main
motivation of BlenderAlchemy. BlenderAlchemy does not (and does not intend
to) replace the intention of the human creator, and is the reason why we’ve made
the starting point of BlenderAlchemy an existing project file, and a specification
of intent. This is in contrast to all the other works like [2, 14, 45, 56], which
attempt to generate everything from scratch. The goal of this project is not
about the creator doing less as much as it is about enabling the creator to create
more.

Systematic Biases. LLMs and VLMs have inherent biases that are inherited
by BlenderAlchemy. For now, safeguarding against such biases from making it
into the final 3D creation requires the careful eye of the human user in the process
– the fact that edits are made directly in Blender means that an established UI
already exist to correct / remove / reject problematic edits. The multi-hypothesis
nature of the edit generator also allows multiple possibilities to be generated,
increasing the chances that there is one that is both usable and unproblematic.

B Limitations

Cost and speed of inference Our system uses state of the art vision-language
models. We’ve demonstrated this with GPT-4V, which as of March of 2024,
remains very expensive and high-latency. For each of the material examples
shown in the paper synthesized by a 4 × 8 dimensional system, the cost stands
at just under $3 per material, the bulk of which is spent on the edit generator
G. In practice, it’s likely that BlenderAlchemy will need to synthesize many
candidate materials for one to be usable for the end product, further increasing
the average costs per usable material. Beyond optimizing our system further (e.g.

https://studio.blender.org/films/
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instead of pairwise comparisons for the visual state evaluator, ask it to choose
the best candidate in batches), we expect that the cost and speed of VLMs
will substantially improve in the near future. Efforts that develop applications
that can run large pretrained models locally [5] also hold promise that we can
further lower the latency/costs by running open-source pretrained models locally,
concurrently with 3D design processes.

Library of skills We do not develop a library of skills that our procedure can
use, which have shown to be important in [14,45,51]. Such libraries are likely to
be extremely domain-specific (library tools used by a material editor would be
very different than animation), and will be the subject of our future work.

Edit-only We’ve made editing 3D graphics our main objective, and though the
method can, in theory, be trivially extended to iteratively edit an initial empty
scene into the full generated scene, we do not demonstrate this. We believe
that stronger VLMs than what exists today will be necessary to do end-to-end
generation without humans in the loop, unless such generation is done in simple
settings like [56] and [45].

VLM not fine-tuned to Blender scripting GPT-4V still hallucinates when
producing Blender python code with imports of libraries that don’t exist or
assigning values of the wrong dimensions to fields. In such cases, our system does
rejection sampling of edit generations based on whether errors are returned when
run in Blender, but such a method can incur penalties in runtime and cost. Future
work can look to fine-tune on real and synthetic datasets of Blender scripts
and resultant visual outputs. We believe in such cases, the iterative refinement
procedure of BlenderAlchemy may likely still be useful due to the inherent multi-
step, trial-and-error nature of human design process in pursuit of a vague intent
specification.

C Prompting the State Evaluator and the Edit Generator

For the material-editing task setting, the prompts used for our edit generator are
shown in Figures 9 (for leap edits) and 10 (for tweak edits). The prompt used
for our visual state evaluator is shown in Figure 11. For the ablations of visual
perception and visual imagination in our main paper, we adapt each of these
prompts. For ablation of visual imagination, we remove the target image from
the G prompt and the V prompt, and use the target description instead. An
example of this for V ’s prompt can be seen in Figure 13. For ablation of visual
perception of either (or both) G and/or V , we modify the prompts for the state
evaluator to judge between two candidates based on their code only (Figure 12)
and do the equivalent with G, where we provide only the target description and
the source code, and ask it to generate code directly. For the images of materials,
we render a 512× 512 image from the same camera in the Blender design space,
on one side of a sphere onto which a material is applied.
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The prompts that we use for editing lighting configurations are essentially
the same as the ones shown for materials, with minor changes to swap mentions
of materials to mentions of lighting setup.

The following Blender code was used to produce a material:
‘‘‘python

[INITIAL MATERIAL CODE]
‘‘‘

The final material is assigned to the object ‘material_obj‘, a sphere
, and produces the rendering on the left below:

[IMAGES OF CURRENT MATERIAL AND TARGET MATERIAL]

The desired material is shown in the image on the right. Please
describe the difference between the two materials, and edit the
code above to reflect this desired change. Pay special attention
to the base color of the materials.

MAKE SURE YOUR CODE IS RUNNABLE. MAKE SURE TO ASSIGN THE FINAL
MATERIAL TO ‘material_obj‘ (through ‘apply(material_obj)‘) AS
THE LAST LINE OF YOUR CODE.

DO NOT BE BRIEF IN YOUR CODE. DO NOT ABBREVIATE YOUR CODE WITH "..."
-- TYPE OUT EVERYTHING.

Fig. 9: Prompts used to generate leap edits on an input material.

D Explaining System Design Decisions Through
Qualitative Examples

So far, we’ve investigated the quantitative effects of ablating various parts of our
system on metrics measuring the alignment of a material with a user’s intention.
We now discuss the qualitative effects of these ablations on the output on the
material editing task, with reference to a sample shown in Figure 14.

Tweak and leap edits. The columns “- Tweak” and “- Leap” correspond to
leap-only and tweak-only versions of BlenderAlchemy. When leap edits are dis-
abled (“- leap”), we can see that the edits fail to change the structure of the
swirls, but instead produce darker stripes in an attempt to make the output
look more marble-like, a change that can be associated with continuous param-
eters of certain graph nodes. On the other hand, when tweak edits are disabled,
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The following Blender code was used to produce a material:
‘‘‘python

[INITIAL MATERIAL CODE]
‘‘‘

The final material is assigned to the object ‘material_obj‘, a sphere
, and produces the rendering on the left below:

[IMAGES OF CURRENT MATERIAL AND TARGET MATERIAL]

The desired material is shown in the image on the right.
Answer the following questions:
1) What is the SINGLE most visually obvious difference between the

two materials in the image above?
2) Look at the code. Which fields/variables which are set to

numerical values are most likely responsible for the obvious
visual difference in your answer to question 1?

3) Copy the code above (COPY ALL OF IT) and replace the assignments
of such fields/variables accordingly!

MAKE SURE YOUR CODE IS RUNNABLE. MAKE SURE TO ASSIGN THE FINAL
MATERIAL TO ‘material_obj‘ (through ‘apply(material_obj)‘) AS
THE LAST LINE OF YOUR CODE.

DO NOT BE BRIEF IN YOUR CODE. DO NOT ABBREVIATE YOUR CODE WITH "..."
-- TYPE OUT EVERYTHING.

Fig. 10: Prompts used to generate tweak edits on an input material.

Here is the target material rendering:

[IMAGE OF TARGET MATERIAL]

Below, I show two different materials. Which one is visually more
similar to the target material rendering? The one on the left or
right?

[CONCATENATED IMAGES OF 2 CANDIDATES]

Fig. 11: Prompts used to evaluate visual state of the edited material.
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Our desired target material can be described by:

[TARGET DESCRIPTION] .
Imagine I’m showing you two Blender python scripts for materials, and

they’re side by side. Which one has the highest chance of
producing the desired target material in Blender? The one on the
left or right?

Code on the LEFT:
‘‘‘python

[CODE OF CANDIDATE 1]
‘‘‘
Code on the RIGHT:
‘‘‘python

[CODE OF CANDIDATE 2]
‘‘‘
Make sure that your final answer indicates which one has the highest

chance of producing the desired material -- left or right.
Answer by putting left or right in ‘‘‘’s.

Fig. 12: Prompts used to evaluate visual state of the edited material, when used
without vision.

Our desired target material can be described by:

[TARGET DESCRIPTION] .
Below, I show two different materials. Which one is visually more

similar to the desired material described? The one on the left
or right?

[CONCATENATED IMAGES OF 2 CANDIDATES]

Fig. 13: Prompts used to evaluate visual state of the edited material, when used
without visual imagination for the target material.
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Fig. 14: Qualitative samples of outputs at every editing step of a 4×8 version
of BlenderAlchemy, across different ablations. For reference, we show the input
and the output of our unablated system on the right.

BlenderAlchemy produces drastic changes to the swirling patterns of the wood
in Edit 1, but leads to a plateauing of progress, as all subsequent edits are dras-
tic enough that reversion reverts back to edit 1, making no progress beyond the
pale white material in edit 1.

Visual imagination. The column “- Imag.” corresponds to ablations of visual
imagination for the text-based material editing task. Note how though edits are
being made in every edit iteration, the verisimilitude of the material plateaus
very quickly. Without a visual target to compare against, the edit generator has
a difficult time knowing how to adjust the parameters of the shader node graph.

Visual perception Columns “-Vision” and “- Vision G” correspond to ablating
(1) the vision of the edit generator and the visual state evaluator and (2) ablating
the vision of the edit generator only. In both cases, we see that it’s mostly
adjusting the color of the input wood material, making it light grey to match
the prompt. However, the end result does not look like marbled granite.

Edit hypothesis reversion. Column “- Revert” shows what happens when edit
hypothesis reversion is disabled. As can be seen in Edit 3, the best candidate
among the edit hypotheses is chosen to be a material that is less similar to
granite marble than Edit 1. Edit 4 recuperates a little, but the instability has
costed BlenderAlchemy 2 edit cycles, all just to eventually end up with a material
that fits the prompt as much as Edit 1. This shows the importance of providing
BlenderAlchemy the ability to revert to earlier edit hypotheses.



26 Huang et al.

Fig. 15: Blender material graph of the starter wood material.

Fig. 16: Blender material graph of the “marbled granite” material. Note the
correspondence between “white and gray” with the colors chosen for the color ramp,
and “glossy finish” with the input into the specularity port of the principled BSDF
node.

E Analysis of Program Edits

What kinds of qualitative changes to programs and material ndoe graphs does
BlenderAlchemy affect? Figure 15 shows the wood material shader node graph
corresponding to the input material to the text-based material editing task set-
ting. As a few samples, Figures 16, 18, 17 show the material shader node graph
of 3 materials edited from the input material.

Starting with the wood shader graph, one can observe changes of graph node
types (e.g. insertion of the Voronoi node in camo material) or connectivity (e.g.
changing the ports of the Principled BSDF node that receive inputs from the
color ramps in the marbled granite material), continuous values (e.g. color values
of the color ramps of the celestial nebula material) or categorical values in nodes
(e.g. changing 4D to 3D noise textures in the marbled granite material).

We can observe this in the code as well. An example an be seen in the code
edits for the digital camouflage material, in Figure 19. Figure 19a shows the in-
put Blender script of the wooden material (whose graph and rendering are shown
in Figure 15). BlenderAlchemy eventually edits the material by outputting the
code in 19b. We see that not only does the code replace many lines, eliminating
numerous nodes in the wooden material, but also instantiates new nodes like the
Voronoi Texture node with appropriate parameters to match the input text de-
scription (e.g. see the line setting voronoi_texture_1.inputs[‘Randomness’],
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Fig. 17: Blender material graph of the “digital camo” material. To achieve the
“sharp angles”, our system chose to use a Voronoi texture node, and chooses the right
colors in the color ramp to match the “greens, browns and tans” mentioned.

Fig. 18: Blender material graph of the “celestial nebula” material. Note the
correspondence between “swirls” and the noise texture node, as well as the colors “violet,
indigo and pink” being reflected in the color ramp.

with the comment, “# Eliminate randomness to create sharper edges”). See top
left of Figure 17 for the original text description.

Figure 20 shows the size of the code edits at each iteration of a 4 × 8 ver-
sion of BlenderAlchemy, measured in terms of the total number of characters
added/deleted (Figure 20a), and the number of lines added/deleted (20b). The
size of the edit of the best of iteration i is measured with respect to the best of
iteration i− 1, starting at the input script of the wooden material.

We see that even though the restrictions of edits to tweak and leap edits
are not strictly enforced in our procedure (and only softly done through VLM
prompting), the distribution of edit size measured in both ways suggest that
(1) the size of leap edits are substantially larger than those of tweak edits, and
that (2) our method of oscillating between tweak and leap edits (tweaking for
iterations 1 and 3, leaping for iterations 2 and 4) allows the distribution of
edit size to spend every other iteration looking more similar to either tweak or
leap edits. Interestingly, consistently across all the graphs shown, even when our
method is producing leap edits, the average size is still lower than those of leap-
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(a) Code for the input synthetic wood material.

(b) Final output from BlenderAlchemy given the “digital
camo” prompt.

Fig. 19: The input and output code for the “digital camouflage” example. Red parts
correspond to parts that are deleted, and green corresponds to parts added by Blender-
Alchemy. The darker red/green correspond to the editing of the bulk of the procedural
node setup for both materials. Import statements omitted.
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(a) Number of characters added and deleted in editing, across 4 edit iterations.

(b) Number of lines added and deleted in editing, across 4 edit iterations.

Fig. 20: Analysis of the size of code edits at every step of the editing discovery process
of a 4× 8 version of our system. We shown distributions for every edit iteration (1-4)
of the number of characters/lines deleted (left) and added (right), for three variants of
the system. tweak-only indicates the version where every edit iteration is requested
to be tweak edits. leap-only is the equivalent for leap edits. tweak+leap alternates
between the two kinds of edits – edits 1 and 3 are tweak edits, and the 2 and 4 are leap
edits. Lines in each distribution indicates the mean.

only edits. We suspect that this is because tweaking in iterations (3 and 4) gets
the material closer to the desired outcome, and the need for radical changes is
lowered in the 2nd and 4th iterations, compared to the potentially destabilizing
effects of leap-only edits.

F BlenderAlchemy Materials In Scenes

In this section we show the results of applying the material outputs of Blender-
Alchemy onto meshes that we download from the internet. We start with a con-
cise language description, like “demascus steel”, and then expand the description
into a more detailed one by prompting GPT4, using the prompt in Figure 21,
following the semantic-upsampling idea in [24].
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Come up with an in-detail caption of a material, describing the
details of its appearance, including colors, textures, surface
characteristics. For instance, for "Marbled Granite", output
something like "Marbled Granite: Introduce flecks of white and
gray to mimic the natural veining in granite, with a glossier
finish to enhance the depth." Now do this for

[INPUT DESCRIPTION] . Write no more than 1 sentence.

Fig. 21: Prompt used to derive more detailed description of the appearance of a ma-
terial, given an abstract short description.

As the outcome of this, here’s the list of (expanded) language descriptions
that we use to synthesize the materials for this section:

1. Damascus Steel: Swirls of contrasting steely grays and blacks, interwoven to
create a mesmerizing, wavelike pattern on the metal’s surface, exhibiting a
unique blend of toughness and flexibility with a semi-matte finish.

2. Brushed Aluminum: Present a sleek, matte finish with fine, unidirectional
satin lines, exuding an industrial elegance in shades of silver that softly
diffuse light.

3. Surface of the Sun: Envision a vibrant palette of fiery oranges, deep reds,
and brilliant yellows, swirling and blending in a tumultuous dance, with
occasional brilliant white flares erupting across a textured, almost liquid-
like surface that seems to pulse with light and heat.

4. Ice Slabs: Crystal-clear with subtle blue undertones, showcasing intricate
patterns of frozen bubbles and fractures that glisten as they catch the light,
embodying the serene, raw beauty of nature’s artistry.

5. Tron Legacy Material: A sleek, electric blue and black surface with a high
gloss finish, featuring circuit-like patterns that glow vibrantly against the
dark backdrop, evoking the futuristic aesthetic of the Tron digital world.

6. Paint Splash Material: A vibrant array of multicolored droplets scattered
randomly across a stark, matte surface, creating a playful yet chaotic texture
that evokes a sense of spontaneity and artistic expression.

7. Rusted Metal: A textured blend of deep oranges and browns, with irregu-
lar patches and streaks that convey the material’s weathered and corroded
surface, giving it a rough, tactile feel.

Since BlenderAlchemy requires a starter material script as input, we choose
this for each of the above among (1) available procedural materials in Infini-
gen [35] and (2) materials BlenderAlchemy has synthesized thus far. For the
starter materials for each, the following were decided manually:

1. Damascus Steel: We start from the metallic swirl material (previously
synthesized by BlenderAlchemy from an input wood material – see main
paper).
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2. Brushed Aluminum: We start from the metallic swirl material (previously
synthesized by BlenderAlchemy from an input wood material – see main
paper).

3. Surface of the sun: we start from the acid trip material (previously synthe-
sized by BlenderAlchemy from an input wood material – see main paper).

4. Ice Slabs: we start from the chunky rock material from the Infinigen [35]
procedural material library.

5. Tron Legacy Material: we start from the acid trip material (previously
synthesized by BlenderAlchemy from an input wood material – see main
paper).

6. Paint Splash Material: we start from the celestial nebula material (pre-
viously synthesized by BlenderAlchemy from an input wood material – see
main paper).

7. Rusted Metal : We start from the stone material from the Infinigen [35]
procedural material library.

We use a 4x8 version of Blender Alchemy with visual imagination enabled.
Look at Figures 22, 23, 24 for the application of the brushed aluminum, paint
splash and Tron Legacy materials applied to a McLaren. Figures 25 and 26 show
the application of the ice slabs and surface-of-the-sun materials onto a prod-
uct visualization of a pair of Nikes. Finally, Figure 27 shows the application of
Damascus steel and rusted metal onto two different katanas within an intriguing
scene. All scenes are created using assets found on BlenderKit [?].
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(a) Front view

(b) Back view

(c) Close up view of brushed aluminum material.

Fig. 22: Brushed aluminum material synthesized by BlenderAlchemy, applied onto the
body of a car.
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(a) Front view

(b) Back view

(c) Close up view of the “paint splash” material.

Fig. 23: “Paint splash” material synthesized by BlenderAlchemy, applied onto the body
of a car.
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(a) Front view

(b) Back view

(c) Close up view of the “Tron Legacy” material.

Fig. 24: "Tron Legacy" material synthesized by BlenderAlchemy, applied onto the
body of a car.
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(a) View of whole scene (b) Closeup view of the ice material.

Fig. 25: “Ice” material synthesized by BlenderAlchemy, applied onto the slabs support-
ing the shoe.



36 Huang et al.

(a) View of whole scene (b) The “surface of the sun” material.

Fig. 26: “Surface of the sun” material synthesized by BlenderAlchemy, applied onto
the slabs supporting the shoe.
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(a) View of whole scene

(b) Close up of materials

Fig. 27: Damascus steel and rusted metal synthesized by BlenderAlchemy, applied
onto the blades of two katanas in the scene.
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