arXiv:2404.19011v1 [quant-ph] 29 Apr 2024
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According to the subjective Bayesian interpretation of quantum theory (QBism), quantum me-
chanics is a tool that an agent would be wise to use when making bets about natural phenomena.
In particular, the Born rule is understood to be a decision-making norm, an ideal which one should
strive to meet even if usually falling short in practice. What is required for an agent to make de-
cisions that conform to quantum mechanics? Here we investigate how a realistic (hence non-ideal)
agent might deviate from the Born rule in its decisions. To do so we simulate a simple agent as a
reinforcement-learning algorithm that makes ‘bets’ on the outputs of a symmetric informationally-
complete measurement (SIC) and adjusts its decisions in order to maximize its expected return.
We quantify how far the algorithm’s decision-making behavior departs from the ideal form of the
Born rule and investigate the limiting factors. We propose an experimental implementation of the

scenario using heralded single photons.
I. INTRODUCTION

One of the most promising contemporary applications
for machine-learning is its use in discovering physical
laws from raw observational data (for recent surveys
see Refs. [IL 2]). While the most successful examples
have tended to exploit prior domain knowledge, more re-
cent work has explored the possibility of ‘Al scientists’:
machine-learning models capable of inferring various as-
pects of physical systems and their dynamics from ob-
served data using only minimal prior assumptions (see
e.g. Refs. [3] ] and citations therein). These models
fall naturally within an agent-environment paradigm, in
which an agent (implemented as an algorithm) takes ac-
tions in an environment, receives feedback about the con-
sequences of its actions, and thereby adjusts its behav-
ior [, /51 16].

The Born rule in quantum theory determines the prob-
ability of observing a measurement outcome given the as-
sociated measurement operator and quantum state (see
Eq. ) In the literature the rule is either treated as
an independent axiom of quantum theory [7], or else is
logically derived from other axioms; Gleason’s celebrated
theorem [§] is an example of the latter. Some interpreta-
tions of quantum theory, such as QBism [9] and variants
of the many-worlds interpretation [10} 1], argue that the
Born rule follows from decision-theoretic considerations.

QBism is particularly well-suited to the agent-
environment paradigm because it views quantum theory
as a normative structure that guides decision-making,
rather than a descriptive structure that represents real-
ity. A decision-making agent is said to be rational to the

extent that its probability assignments are coherentﬂ and
its choices maximize its expected utility. An important
theoretical result of QBism is that a sufficiently rational
agent must either adopt constraints on their probabilities
equivalent to the Born rule, or else is provably inconsis-
tent with a set of basic physical assumptions including
one motivated by quantum theory [9].

Since QBism regards quantum theory as a normative
ideal, only agents which are perfectly rational are ex-
pected to make decisions that conform precisely to the
Born rule, under the relevant assumptions. This natu-
rally raises the question of how much an imperfect agent’s
betting behaviour might diverge from the precise form of
the Born rule, especially when the imperfections reflect
realistic constraints on the agent.

At the most basic level, realistic agents may not be
capable of the higher-order reasoning that is assumed of
ideal Bayesian agents, nor even capable of reasoning us-
ing probabilities that could encode physical assumptions.
Even for more advanced agents capable of such reason-
ing, individual characteristics such as risk-aversion may
lead them to prefer actions which do not maximize their
expected utility; indeed, human irrationality forms the
basis of descriptive modifications of the rational agent
paradigm [I2HI4]. It is thus not at all clear that a
given imperfect agent’s decision-making behavior would
approximate that of an ideal Bayesian agent.

1 Incoherence for a Bayesian agent is defined as its susceptibility to
a Dutch book: a series of hypothetical bets, each one acceptable
when considered in isolation, but whose net effect is equivalent
to a bet that the same agent would never accept.
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In the context of machine-learning, the foregoing con-
siderations suggest that even an agent trained on unlim-
ited data obtained by measuring a low-dimensional quan-
tum system under ideal conditions might fall short of per-
fectly rational behavior. Going further, one could con-
sider the added difficulties presented by finite statistics
and experimental error, with an outlook towards study-
ing increasingly realistic models of agents such as bio-
logical systems subject to various kinds of physical and
environmental limitations. This would help elucidate the
conditions under which an adaptive advantage might ex-
ist for agents that make their decisions in accordance
with quantum theory.

The agent-environment paradigm is a natural setting
to numerically study the behavior of simplified imperfect
decision-making agents. Accordingly, in this work we
perform a simulation in which a simple reinforcement-
learning algorithm is programmed to make ‘bets’ on sin-
gle particle detection events. The agent adjusts their bets
using a standard algorithm and reward function designed
to emulate a simple Bayesian agent who is ignorant of
quantum theory. We quantify how closely the agent’s
final betting strategy conforms to the Born rule.

By design, our simplified ‘proto-Bayesian’ agent makes
bets which track the long-run relative frequencies of the
relevant detection events, exemplifying de Finetti’s no-
tion of probabilities as gambling commitments without
any self-conscious use of the probability or utility con-
cepts [15]. Accordingly, we expect that with enough data
from a sufficiently rich set of measurements the agent’s
bets would converge to the Born rule (and indeed our
simulation supports this conclusion). We use the simula-
tion to quantify the degree to which the imperfect agent
is able to make bets that approximately conform to the
Born rule, and we find that its performance is limited
mainly by the finite size of the input datasets and the
fact that ‘bets’ are chosen from a discrete rather than a
continuous set.

We additionally find that the amount of data needed
to get reasonably close to the Born rule is significant
(requiring the order of 10° simulated measurement out-
comes), even in the case of a quantum system with only
dimension d = 2, and assuming ideal experimental con-
ditions. Our findings show that it is quite demanding for
an imperfect agent to make decisions that even approx-
imate those of an ideal Bayesian agent who uses quan-
tum theory to guide their decisions; this is true despite
the fact that we only require our agent to perform one
task, namely to optimize its predictions for the outputs
of highly tailored quantum experiments under favorable
conditions.

Our work can therefore be considered a first step to-
wards studying more sophisticated models of real agents,
such as biological systems constrained by the need to sur-
vive in hostile environments. In such cases it is not at all
clear whether the payoff to an agent for making decisions
that conform to the Born rule would outweigh the costs
of adaptively acquiring such refined behavior through ex-

perience. Indeed, our preliminary findings seem to indi-
cate that agents subject to more demanding physical,
biological or evolutionary constraints would be unlikely
to develop decision-making behavior that is sensitive to
quantum effects in their environment, except perhaps in
highly contrived situations.

The rest of the paper is organized as follows. In §II]
we provide the relevant QBist background theory for the
probabilistic form of the Born rule which motivates our
simulations and which allows us to extract a structure
from an agent’s behavior which we can compare to the
Born rule. In §IITA] we describe our reinforcement learn-
ing algorithm, the situations it will face, and its explicit
limitations. Then, in we expose our agent to sim-
ulated data from a two-level system, extract an effective
Born rule from its learned behavior, and examine the
empirical trend towards convergence to the exact Born
rule. In §IV] we propose an optical experiment to test

our algorithm. We conclude with a summary and future
outlook in §V]

II. BACKGROUND THEORY

The Born rule states that the probability of obtaining
outcome j when doing measurement D on state p is given
by:

Pr(j) = tr[pDj] (1)

with p a density operator and D :={D; : j =1,2,... M}
a positive-operator-valued measure (POVM) with mutu-
ally exclusive outcomes j.

Writing the rule in this form assumes the Hilbert space
structure of quantum theory in terms of which the oper-
ators p, D; are defined. Since we would like to discover
the Born rule from observational data, assuming as little
as possible about the mathematical formalism of quan-
tum theory, it will be useful to re-write it in a manner
that only refers to probabilities for observable events.

To achieve this in the most elegant way possible,
QBism conjectures that every Hilbert space of finite di-
mension d contains a special structure: a set of d rank-1
projectors II; that are equiangular, i.e.
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Vi ;. (2)
A set of such projectors, if they exist, defines a symmet-
ric informationally-complete POVM {E; : i = 1,...d?},
where E; := 1II;, called a SIC' (pronounced ‘seek’). If
the conjecture is true, then the Born rule can be uniquely
expressed in all finite dimensions as the following relation
among probabilities [16] [17]:
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where

PrD(j) = tr[pD)]

Pr® () = tr [p (;HJ]

Pr®(jli) == tr[I;D;] . (4)
Conceptually, QBism interprets the probabilities

Pr(z)(i), pr(®) (j|i), which appear on the right-hand side
of , as referring to two ‘counterfactual’ reference
experiments. In the first, the initial system undergoes
a SIC-POVM measurement with outcomes 4; in the
second, for each i, the system is prepared in the cor-
responding SIC state |m;) after which it undergoes the
D measurement (see Fig. [1). These probabilities are
combined to obtain the original probabilities Pr* ()
using the QBist Born rule, (3).
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FIG. 1. (a) The ‘factual’ measurement of POVM {D;} on
state |4;), used to compute Pr(Y)(j) via the standard Born
rule, Eq. (D). (b) The ‘counterfactual’ scenario: first [t))
is measured with a SIC-POVM {E;} (Experiment 2), then
state |m;) is prepared according to the outcome and mea-
sured by {D;} (Experiment 3). The probabilities Pr(? (i)
and Pr® (j|i) are used to compute Pr")(j) using the QBist
Born rule, Eq. .

Written in this form, we see that the Born rule is equiv-
alent to a formal relation among probabilities for three
sets of experimentally observable outcomes, and this re-
lation holds for all states p and measurements D. This
allows us to generalize the Born rule beyond quantum
theory, as we now explain.

In general, given an informationally complete measure-
ment with outcomes ¢ (not necessarily a SIC, or even a
quantum measurement), we can represent any state by
its vector of probabilities 7 := [Pr® (i) : i = 1,..., N].
Similarly any measurement resulting in outcome j can
be characterized by its vector of conditional probabili-
ties, 7(j) := [Pr®(j]i) : i = 1,...,N]. We can then
ask: given a state p and measurement D := {7(j) : j =
1,2,... M}, what is the probability ¢(j) := Pr(j) to
observe outcome j? It can be argued from basic princi-
ples that in classical, quantum, and even more general

theories, the answer has the form [9] [I8]:
q(j) = (" (G) - -7, (5)

where ® is an N X N real-valued matrix. Specifically, this
form follows from (a) assuming reference measurements
exist; (b) that the counterfactual probabilities and con-
ditional probabilities are assigned independently of one
another; and (c) that measurement outcomes are noncon-
textual. This last condition means that outcomes consid-
ered to be the same should be assigned the same prob-
ability regardless of the fact that they might be conse-
quences of different measurements [9]. Indeed, this ex-
plains why only the jth row of the conditional probability
matrix appears in Eq. (5)). In the special case of quantum
theory and when the informationally complete measure-
ment is chosen to be a SIC, this equation reduces to the
Born rule as written in Eq. . We can therefore regard
Eq. as a ‘generalized Born rule’ beyond quantum the-
ory.

The specific form of & depends only on the physical
theory and the choice of informationally complete mea-
surement used to represent the states and measurements
within the theory. For instance, in classical theory there
is in principle a measurement that perfectly distinguishes
all states of the theory; in that case ® = 1 (the identity
matrix). On the other hand, as is well-known, quantum
theory does not allow any measurement that could per-
fectly distinguish all quantum states, hence ® # 1. It
is interesting to ask: if we optimize over all information-
ally complete quantum measurements, how close to the
identity matrix can ® get?

In Ref [18] it was proven that the distance to the iden-
tity (with respect to any unitarily invariant norm) is min-
imized in quantum theory when ® has (d+1) — % on the
diagonals and —é everywhere else, and this is achieved
precisely when the informationally complete measure-
ment is a SIC. We can therefore think of this matrix,
®5IC a5 defining the ‘quantum Born rule’, and assum-
ing we hold the informationally complete measurement
fixed, deviations from ®5'€ can be interpreted as devia-
tions from the Born rule.

In the following, we describe a reinforcement learn-
ing algorithm that simulates a simple organism that is
totally ignorant of probabilities, but whose actions effec-
tively provide us with values of ¢(j), 7(j), and p for all
7. Using a convex optimization procedure subject to the
assumptions above, we can extract a & matrix consistent
with their behavior and compare it to ®51C.

III. ALGORITHM AND SIMULATIONS
A. Algorithm

Our simulated agent takes as input the measurement
outcomes for each of the three experiments in Fig.[I] and
places different ‘bets’ on which outcomes will occur on



the next inputs. By design, our algorithm roughly em-
ulates an ideal Bayesian agent with an exchangeableﬂ
full-support, prior distribution who updates to Bayes rule
posteriors upon data acquisition.

We divide the learning process into two tiers. In a
learning episode, the agent bets on the outcomes of a
given experiment based on its past experience with this
measurement. A learning episode is divided into a large
number S of ‘steps,’ each corresponding to the outcome
of a single run of one of the experiments. The learning
episodes corresponding to a fixed p and D then make up
an ezperimental episode. For instance, for two-level sys-
tems with a projective D, an experimental episode com-
prises 14 different learning episodes: two corresponding
to Experiment 1, four to Experiment 2, and eight to Ex-
periment 3 (Fig. To distinguish the bets made in dif-
ferent scenarios, we define Bgl)(j), Bg)(i) and B (jli)
as the bets made on the experiments 1, 2 and 3, re-
spectively, where the sub-index s € [1,S] refers to the
step number. The algorithm receives a reward depending
only on their choice of bet and on the outcome obtained
in each step. For this, we use the quadratic loss func-
tiorEl, which returns a negative value of —(B — E)? where
0 < B <1 is the amount bet on a given outcome, £ = 1
if that outcome occurs, and F = 0 otherwise. Depending
on this feedback, the agent adjusts their betting behav-
ior in the next step according to a reinforcement-learning
(RL) algorithm, and the process is repeated. The number
of steps S is chosen to be large enough so that the agent’s
preferred choice of bets converge to approximately stable
values BM (5), B (i), and B®)(jli), for a given learning
episode, experimental episode and the outcome chosen.
We take these convergence betting values to represent
the algorithm’s effective ‘posterior probabilities’ via the
substitutions B123) ¢ Pr(l’z’?’), which provides us with
the components of ¢(j), 7(4), p(¢) for a given experimental
episode. These will subsequently be analyzed for confor-
mity to the Born rule. We perform the same process for
various experimental episodes, inputting distinct states
and performing a variety of measurements D;.

In each step s, the algorithm ‘bets’ on the detection
event by selecting an integer k € {0,..., N} and defin-

ing the bet value as B9 [k] := £. Since the bets
are supposed to stand in for ‘probability assignments,’
the bets should ideally cover all values between 0 and
1. However, practically speaking, this would make learn-
ing (in the sense we will employ) impossible since the

2 An exchangeable sequence of random variables is one such that
any finite permutation of indices preserves the joint distribution.
When applied to an infinite sequence, an exchangeable prior is
equivalent to a sequence of i.i.d. random variables, conditioned
on some distribution [19].

A Bayesian rational agent subject to this reward scheme will
report their true probabilities in a forecasting scenario [I9]. Our
algorithm, however, has no explicit awareness of probabilities,
which is why we refer to it as a proto-Bayesian agent.

w

agent would never make the same selection more than
once. We therefore restrict the agent to a discrete set of
choices, choosing N large enough to minimize the errors
that this introduces.

For simplicity, our RL algorithm is based on a stan-
dard epsilon-greedy algorithm [20] concerning the reward
function defined above. For example, consider Experi-
ment 2 and suppose the algorithm chooses to bet k = 8
for outcome i = 3. If this detector clicks in the m-
th step, then the algorithm’s ‘reward’ for that step is
rm(BP(i = 3)[k = 8]) = —(§ — 1)2, otherwise they
receive 1, (B® (i = 3)[k = 8]) = —(£)?. The agent
adds their reward to a running total for each bet, i.e.
after S steps the total for bet r,,(B® (i = 3)[k = 8])

M
is Tp—g = Z rm(B@ (i = 3)[k = 8]), where M (< S)
m=1
is the number of times the agent chose to bet k£ = 8
(omitting the sub-index s for clarity). When deciding
which bet to make in each step s, the epsilon-greedy al-
gorithm has a (1 —€) chance of choosing the bet with the
highest average reward?] B®) (i = 3)[max;] := {B®(i =
3)[k] : maxy(T))} and an e chance of choosing any bet
uniformly at random. This algorithm thereby represents
a balance between ‘exploitation’ (choosing bets that have
been beneficial in the past) and ‘exploration’ (taking a
risk by trying other bets).

At the end of the learning episode, the algorithm de-
termines the best bet price based on the maximum aver-
age reward accumulated over the episode. As such, our
agent mimics a de Finetti style gambler (albeit without
a self-conscious notion of coherence) whose bets we can
interpret as stand-ins for probability assignments. More-
over, a result of de Finetti tells us that the posterior ex-
pectation for a truly Bayesian agent starting with an ex-
changeable, full support prior distribution will track rela-
tive outcome frequencies in the infinite data limit. Thus,
there is a tight relationship between the three concepts
of the bet, the probability, and the relative frequency.

The algorithm proceeds analogously for different ex-
perimental episodes, outputs, and bets, obtaining all the
probabilities involved in ¢(j),7(j), p(¢). The ® matrix is
then reconstructed by minimizing the Frobenius norm,

defined as (q(j) — (M (j) - @ -5)2, over choices of ® for
all ¢(j),7(j), p.

B. Simulation

Before studying the performance of our algorithm with
simulated datasets, we investigate which parameter re-
gion best minimizes the errors of convergence. For this,
we set the simulated probability p = 0.22 and plot the

4 If multiple bets share the same running total, it selects randomly
between them with equal probability.
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FIG. 2.

On what basis should we choose the parameters for our agent? To explore this question, we generate 50 datasets

of binary values generated randomly with p = 0.22, and consider running our agent for different numbers of steps (S), with
different values for the bet quantization (N), and for different values of the parameter e. For each tuple of parameters (S, N, ¢),
we train 50 agents on the same dataset, and take the average of the final optimal bet value. Finally, we repeat the process
for each of the 50 datasets, averaging over the results. The consequence is depicted above: each of the six plots represents a
different choice of S; the colors of the plotted lines denote a choice of €, and we plot the error (p) — 0.22 as a function of N.
We can see that as long as N is above a certain threshold, the choice of € is largely irrelevant as S grows large.

error, defined as (p) — 0.22, as a function of N for differ-
ent values of S and e. The results are depicted in Fig.[2]
showing that above S = 10%, the behaviour of the algo-
rithm is independent of the choice of €. Thus, from now
on we work with & > 10*, N = 50, and we arbitrarily
choose € = 0.5.

To better understand the performance of our RL al-
gorithm’s ability to converge to a particular probability,
consider Fig.a). We plot the average resulting betting
frequencies obtained by our algorithm after 200 runs of
S = 3 x 10° steps. One can see that the largest fre-
quency is obtained at B = 0.22, showing that the al-
gorithm mostly converges to p, although there is some
variance due to the finite statistics of the input data set.
By fitting the histogram in Fig.a) with a Gaussian dis-
tribution (red dashed line), we observe that its center
coincides with p and its standard deviation is o = 0.02.

In Fig.b) we plot the expected reward as a function
of B for p = 0.22, which can be computed as

R=p(l- B>+ (1-pB (6)

where p and (1—p) are the relative frequency of a certain
outcome occurring (E = 1) or not occurring (E = 0),
respectively. For a finite number of steps S, the func-
tion R is susceptible to fluctuations, which cause our
results to deviate from the theoretical expectations (red
line in Fig.b)). Furthermore, the smaller S, the greater
the fluctuations. This variability results in peaks on the
plots, which are comparable to the maximum value of the
theoretical line but occur at a different B value. Con-
sequently, this leads to convergence to a p value different
from the theoretical curve’s maximum.

We expand our analysis to study the convergence of
our algorithm to a set of 200 randomly chosen probabili-
ties, each denoted as p;. We generate datasets with vari-
able size §. Each list is then fed into our algorithm, and
we compute the square difference 0% = ZiOO(Bi —pi)?
between the eventual bet price and the corresponding
probability. The results shown in Fig.[[(c) demonstrate
a steady reduction in this difference as S increases. This
trend was observed regardless of the specific learned



probability value. Hence, the precise convergence of our
algorithm consistently occurs across a broader spectrum
of probabilities, demonstrating its reliability and robust-
ness.

Finally, in Fig.[d, we can see that or monotonically
decreases as S increases, at the cost of a longer aver-
age time of simulation. Based on these explorations we
choose S = 3 x 10° steps for each learning episode for the
simulated experiments of interest.

When we apply our algorithm to a two-level system,
for example, the polarization state of single photons, the
® matrix in Eq. is a 4 x 4 matrix. In this case, for a
particular experimental episode, the input state of Exper-
iments 1 and 2 is some qubit state and, for Experiment 3,
the input states range over the SIC-states {|m;)(m;|}i ;.
The detection events for Experiment 2 are always the
four outcomes of the SIC-POVM {E;}#_;, while for Ex-
periments 1 and 3, the detection events are the outcomes
of a chosen POVM {D,}.
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FIG. 3. (a) Relative frequencies of the best actions chosen

by our agent as a function of the bet B on a given outcome.
The results are for one learning episode, in which we fed the
algorithm with 200 different simulated datasets created with
probability p = 0.22. The red dashed line is a Gaussian fit
for the histogram and is centered on the ‘true’ value of the
probability. (b) The calculated expected total reward R(B)
for p =0.22 (Eq@ Our agent calculates R over S steps and
returns the action that gives the highest reward (the maxi-
mum point in the graph). The red line shows the theoretical
curve for the case of p = 0.22. The purple, yellow and green
marks/lines represent the values calculated by our agent for
S =3 x 10 3 x10°, 3 x 10%, respectively. (c) Convergence
of our algorithm to a set of 200 randomly chosen probabilities
pi.

In order to estimate the ® matrix for simulated data,
we construct data sets with known probabilities pr(1—3)
compatible with the scenario in Fig.[I] such that the re-
lation of these probabilities accords with the Born rule,
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FIG. 4. Precision of algorithm convergence. (a) The standard
deviation of the probability distribution of our agent around
the ‘true’ value of the probability (p = 0.23 in this case) as a
function of the number of steps. It is possible to increase the
precision of our agent by increasing the number of steps. (b)
The average time it takes for our agent to learn the probability
as a function of the number of steps.

Eq. (3), and train our agent on them. Then, once we ob-
tain the quantities ¢(j), 7(j), P, we minimize the Frobe-
nius norm of the difference between the left and the
right-hand side of Eq. over the chosen experimental
episodes to arrive at a synthetic ® matrix summarizing
the learned behavior of the algorithm.

We implement this procedure for 90 different exper-
imental episodes corresponding to 30 randomly chosen
pure input states and measurements of the 3 Pauli oper-
ators. The results are shown in Fig.a), where we cal-
culate the Hilbert-Schmidt distance (HSD) between the
synthesized ® matrix and the theoretical matrix given by

5/2 —1/2 —1/2 —1/2
“1/2 5/2 —1/2 —1/2
12 —1j2 52 —12| (@
“1/2 —1/2 —1/2 5/2

SIC _

The mean value is pug = 0.52 with standard deviation
0 = 0.14 for 200 runs. For reference, the HSD of ®51€ to
the identity is 2v/3 ~ 3.46 and the HSD to the ‘garbage’
® whose entries are all 1/4 (so that the columns sum
to one, furnishing a probabilistic model) is 3v/3 =~ 5.2.
This means that most of the obtained ® matrices are
comparatively close to the theoretical matrix, although
deviation from the null value remains significant.

From this analysis, some questions naturally arise. For
instance, how close can ug be to zero? How can we
reduce o04? To address the potential ideal convergence
of the HSD, instead of using the probabilities obtained
from our algorithm, we consider probabilities sampled
from discretized Gaussian probability distributions cen-
tered at the expected probabilities. For a set of proba-
bilities compatible with the scenario in Fig.[I} we study
how the HSD behaves as a function of the standard de-



viation og of these distributions (we suppose here that
all the involved distributions have the same tunable o).
The outcomes are shown in Fig.[5[b). We note that the
mean values of the HSD distributions, resembling those
in Fig.a), approach zero as og is reduced. Moreover,
the size of og, indicated by bars, also decreases with
smaller values of og. Based on these findings, we con-
clude that as og shrinks, the HSD distribution becomes
more concentrated at zero.

Our results indicate that in order to achieve meaning-
ful convergence to the Born rule, our agent requires sub-
stantial resources both in terms of data and time, which
a more realistic agent may not have at their disposal due
to survival pressures. We expect that these difficulties
would increase when the agent is faced with the limited
quantity and noise typical of experimental data. We pro-
pose a possible experimental realization in the following
section.
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FIG. 5. (a) Histogram of the HSD values between the learned
® matrix and € for 200 runs of our simulation, each with
S = 3 x 10°. (b) HSD values obtained from sampling dis-
cretized Gaussian distributions in place of the best bets we
would normally obtain from the algorithm in order to address
how the convergence of the learned ® matrix depends on the
variability of the best bet. We consider three values of N and
report the standard deviation o4 around each mean.

IV. EXPERIMENTAL PROPOSAL

Here we propose an optical experiment to test our al-
gorithm with real data. For this, we suggest using the po-
larization states of heralded single photons from sponta-
neous parametric-down conversion [2I]. The signal pho-
tons are injected in mode b of Fig.[6] while the idler pho-
tons (not shown) are used to herald detection events.
The photons in b are prepared in quasi-pure polarization
states, using the wave-plates H, and Q,. In the paraxial
approximation, the polarization of the signal photons is
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H V112 (11,

01
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FIG. 6. The proposed experimental setup. (a) B™(j) and
B®@ (j]i) are learned with the data obtained from the detec-
tions in Detl or Det2 after preparing the polarization of the
photons in the states |¢s)(1s| and II;, respectively, using Hp,
and Q, and projective measurements implemented by Qp,
H,, and PBS,,. (b) B® (i) learning requires a SIC-POVM
measurement, which is performed using the displaced Sagnac
interferometer.

a two-level system.

The two experimental set-ups depicted in Fig.[f] are
used to implement Experiments 1-3, shown in Fig.[T} In
this scheme, Experiment 1 is implemented according to
Fig.[6(a), preparing some set of states {|1,)(¢s|} and
measuring them using an appropriate POVM D. See Ap-
pendix[A] for a discussion of how to choose these states
and measurements to ensure nonclassical statistics. The
POVM outcomes j are then fed into the algorithm and
this is repeated until a stable value of BM)(j) is obtained.
Experiment 2 is implemented according to Fig.@(b). The
polarization states |1¢s)(1s| are now measured using the
four-outcome SIC-POVM {311} [22, 23].

To implement the SIC-POVM, photons are directed
through a displaced Sagnac interferometer with four out-
put modes, shown in Fig.Ekb), such that detection of a
photon in the i-th output corresponds to the i-th out-
come of the SIC-POVM. The displaced Sagnac interfer-
ometer implements a unitary operation Us described by
the following map

[H)|0) — x[H)[0) —y|V)[1)
V)I0) = y[V)[0) + x| H)[1), (8)

where x and y are related with the half waveplates inside
the interferometer, such that

x = cos(fy/2) = sin(6,/2)

y = —cos(61/2) =sin(6y/2) , ©)



where 0y and 6; are the angles of the fast-axis of the
half waveplates with respect to the horizontal polar-
ization. The spatial modes |0) and |1) correspond to
the spatial modes of the interferometer. To compen-
sate for any extra phase appearing in the interferome-
ter, two tilted quarter waveplates are added at its out-
puts. A half waveplate followed by a quarter wave-
plate, both at an angle 7/4, are inserted in mode |1),
while a half waveplate at 7/8 is inserted in mode |0).
The net transformation of these plates is described by a
unitary operation on the polarization degree of freedom
Uwps = Ujwp(m/4) - U(sWP(W/4) -Uptwp(7/8), where

sin(2¢p)

1 — cos(2
29 i—l—cos(2<p)) - (10)

1
Uqwr(p) = ﬁ < sin(2¢)

Unwe(p) = (Cé,’fﬁﬁ _zg;(éi))) -

After PBS, and PBSp, the complete unitary transfor-
mation can be calculated as Uspa = Uppss - Uwps - Us. By
tracing out the path degree of freedom, we calculate the
POVM elements:

I, = % (_xjy _y€y> : (12)

=g (5, 1), 13

I, = % (f;; ;§y> : (14)

meg (G, ). W

where after setting 2% = J + 2%/5 and y? = 1 — %’

a SIC-POVM is obtained [24]. Feeding data from this
experiment into the algorithm produces B®)(i).

Finally, Experiment 3 is implemented according to
Fig.@(a), except now the input photons are prepared in
each of the four SIC states II;. By feeding this data into
the algorithm one obtains B (j]i).

V. SUMMARY AND OUTLOOK

We have studied how closely a simple reward-seeking
algorithm can approximate decision-making behavior
consistent with the quantum mechanical Born rule. To
do this, we take advantage of a theorem due to QBism
that allows us to formulate the Born rule as a decision-
theoretic constraint on an agent’s betting strategy. We
evaluated our algorithm on simulated data and also pro-
posed a photonic experiment to produce “real” data.

Our work is intended to be the first step towards
more detailed investigations of how realistic and imper-
fect decision-making agents could deviate from optimal
behavior in a quantum-theoretic context. It raises the
fundamental question of whether biological constraints
and the urgency of survival in realistic settings might
inhibit agents’ sensitivity to quantum effects.

The scenario we have investigated here is limited in
four essential ways, opening up several avenues for gen-
eralizations in future work, which we now discuss.

First, our algorithm is trained on simulated data in
which quantum effects are, in principle, straightforward
to discern at the statistical level. A more realistic agent,
even supposing it is highly sensitive to quantum fluctu-
ations in its environment, would also require the input
of additional data relevant to its survival, which would
somewhat obfuscate the quantum signal.

Second, by using the quadratic loss function as our
reward function, we have effectively guaranteed that the
agent’s bets will track the long-run relative frequencies
of the detection events so that its behavior is expected to
converge to that of an ideal Bayesian agent given enough
input data. However, realistic systems (such as humans),
even ones capable of using probabilities to compute the
decision that would maximize their expected utility, are
also subject to various complex biological and survival
pressures that often lead them to behave in ways that
are sub-optimal from a Bayesian point of view [25] [26].
Future work should therefore consider how best to model
realistic but simple non-Bayesian agents.

Third, our agent algorithm itself does not output the
Born rule (or any approximation to it); rather, it merely
takes actions that we can summarize analytically using
the reconstructed ® matrix, which then provides a syn-
thetic overview of its behavior than can be easily com-
pared to the ® matrix that represents the Born rule via
the QBist Eq. (5). The form of this equation is based
on an assumption of noncontextuality which could be re-
laxed in future work.

Finally, our reinforcement-learning algorithm repre-
sents an extremely simple agent that does not explic-
itly assign probabilities or make inferences. By contrast,
realistic models of biological systems are typically multi-
scale systems wherein complex decision-making behavior
at the macro-level can be shown to emerge from simple
“mindless” reward-seeking behavior at the micro-level;
a paradigmatic example is the modeling of ant colonies
as agents that make active inferences, even though the
individual ants follow extremely simple behavior pat-
terns that merely react to pheromone traces left by
other ants [27]. It would be interesting to investigate
whether simple reinforcement learning agents like the one
studied here could similarly serve as building blocks for
more complex forms of emergent agency and whether
the multiscale optimization of such systems could lead
to quantum-sensitive behavior.

We conclude by noting a possible direction for future
work. Cognitive scientist Donald Hoffman and collabora-



tors have presented results which suggest that simulated
organisms which are sensitive to all information present
in their environment are ruthlessly selected against in fa-
vor of those that are only sensitive to information directly
relevant to their survival [28]. In our work, we essentially
impose a fitness function which is tuned precisely to the
“truth” represented by the detector outcomes, and we
find that this already places a heavy burden on our sim-
ple agent. While it is certainly possible that an agent
with an alternative structure, indeed, one tailored by
evolution, might be more adept at internalizing quantum
effects in the way we have considered, it is also possible
that any situation where survival is decoupled from truth
would militate against agents “learning the Born rule.”
It would thus be fruitful to conduct more sophisticated
quantum game-theoretical simulation in hopes of under-
standing those conditions under which quantum-aware

life might arise.
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A. Certification of Nonclassicality
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FIG. 7. Here we plot the minimum noise parameter necessary
for the existence of a noncontextual ontological model as a
function of the number of (randomly sampled) states. We
compare both rank-1 and rank-2 states, as well as two types
of noise—depolarizing noise and dephasing noise—averaging
over 100 ensembles in each case.

Reference [29] provides a scheme for determining
whether a fragment of quantum theory has a classical
explanation in the sense of a noncontertual ontological
model. The provided algorithm calculates whether there
is a linear embedding of some set of states into the prob-
ability simplex and simultaneously a linear embedding of
some set of POVM elements (effects) into the hypercube
dual to the probability simplex, such that all probabili-

10

ties are preserved. Such a simplex embedding corresponds
directly to a noncontextual ontological model. In the
presence of sufficient noise, however, any fragment has
a classical explanation in this sense. Thus one can con-
sider a relaxation of the problem where one quantifies the
nonclassicality of a fragment by the amount of noise (ac-
cording to some noise model) that must be added to the
states (or equivalently the effects) for them to be simplex
embeddable.

In particular, if we encode the effects as the rows of a
matrix E and the states as the columns of a matrix S,
we require that

P(E|S) = ES = (Eog)(0sS) = P(E[]\)P(\S), (A.16)

where op,og perform the embeddings, enabling one to
think of a set of “hidden variables” A, and where we
have expressed everything succinctly in matrix nota-
tion. So ogog ought to act as the identity on the rel-
evant space; relaxing the problem amounts to allowing
opog to be instead, for example, a depolarizing chan-
nel &,(p) = pI/d+ (1 — p)p or a Z-dephasing channel
Ep(p) = (1= 5p) p+ 5pZpZ.

If we take the set of states to be the Pauli eigenstates
and the SIC projectors, and the set of effects to be Pauli
projectors and the SIC-POVM elements, then to find a
noncontextual ontological model, we require
(A.17)

Pdepolarizing =~ 0.413 Pdephasing ~ 0.366.

More generally, keeping the effects fixed to the SIC-
POVM and the three Pauli measurements, we can ex-
plore how increasing the number of randomly sampled
states makes finding a noncontextual ontological model
increasingly difficult (Fig.[7).
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