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Abstract—This research introduces an innovative method for
Traffic Sign Recognition (TSR) by leveraging deep learning
techniques, with a particular emphasis on Vision Transformers.
TSR holds a vital role in advancing driver assistance systems
and autonomous vehicles. Traditional TSR approaches, reliant on
manual feature extraction, have proven to be labor-intensive and
costly. Moreover, methods based on shape and color have inherent
limitations, including susceptibility to various factors and changes
in lighting conditions. This study explores three variants of Vision
Transformers (PVT, TNT, LNL) and six convolutional neural
networks (AlexNet, ResNet, VGG16, MobileNet, EfficientNet,
GoogleNet) as baseline models. To address the shortcomings
of traditional methods, a novel pyramid EATFormer backbone
is proposed, amalgamating Evolutionary Algorithms (EAs) with
the Transformer architecture. The introduced EA-based Trans-
former block captures multi-scale, interactive, and individual
information through its components: Feed-Forward Network,
Global and Local Interaction, and Multi-Scale Region Aggre-
gation modules. Furthermore, a Modulated Deformable MSA
module is introduced to dynamically model irregular locations.
Experimental evaluations on the GTSRB and BelgiumTS datasets
demonstrate the efficacy of the proposed approach in enhancing
both prediction speed and accuracy. This study concludes that
Vision Transformers hold significant promise in traffic sign
classification and contributes a fresh algorithmic framework for
TSR. These findings set the stage for the development of precise
and dependable TSR algorithms, benefiting driver assistance
systems and autonomous vehicles.

Keywords—Vision Transformer, Traffic Sign Recognition, Deep
Learning, Auto-Driving.

I. INTRODUCTION

Driver assistance systems and driverless cars rely signifi-
cantly on traffic sign recognition and detection (TSRD). A crit-
ical condition for widespread TSRD use is the development of
an algorithm that is both dependable and highly accurate over
a large range of real-world events. Furthermore, photographs
of traffic collected along highways are often unsatisfactory,
which is exacerbated by the wide range of traffic signs that
must be recognized. These photographs frequently suffer from
distortions produced by camera motion, inclement weather,
and poor illumination, all of which considerably exacerbate
the difficulties connected with this undertaking.

This field of research remains complex, with several studies
undertaken throughout the years. A full collection of these
research is offered in [1]. TSRD consists of two independent
tasks: traffic sign recognition (TSR) and traffic sign detec-
tion (TSD). Historically, TSR approaches processed dataset
information mostly through manual feature extraction. Manual

methods were used to extract features based on color, geomet-
ric shape, and edge detection. Color-based techniques usually
include segmenting traffic sign areas within certain color
spaces, such as Hue-Saturation-Intensity (HSI), Hue-Chroma-
Luminance (HCL), and so on. While these systems required
significant effort to manually curate big picture databases, they
proved to be expensive and time-consuming. Shape- and color-
based approaches were also widely used, although they had
intrinsic flaws such as susceptibility to changes in lighting, oc-
clusions, scale variations, rotations, and translations. Although
machine learning can help with some of these challenges, it
requires substantial annotated datasets. In recent years, deep
learning has developed as a powerful solution to traffic sign
identification, reaching cutting-edge results. ResNet, VGG16,
and MobileNet are among the models developed as a result
of deep learning research. The use of available datasets in
previous research, such as the Belgium Traffic Sign Dataset
(BelgiumTS) [2], is also a crucial contributor to deep learning
performance.

This research project focuses on approaches for traffic sign
categorization, with the goal of exploring unknown terrain in
the subject. To the best of the authors’ knowledge, no previous
study has used the Transform model directly to the job of traf-
fic sign categorization. The Transformer’s attention mechanism
is a critical component of its architecture, which was initially
designed to address sequence-to-sequence complications in
natural language processing. Pure Transformer focuses entirely
on attention operations, with no recursion or convolution. This
purposeful design decision maximizes parallel efficiency while
maintaining performance criteria. Although traditional recur-
rent neural networks (RNNs) such as GRU or LSTM, along
with convolutional neural networks (CNNs), primarily concen-
trate on local and recurrent information, transformers focus on
more global information due to their attention mechanism. Vi-
sion Transformers are cutting-edge computer vision solutions
with real-world applications in autonomous driving, object
detection [3], healthcare [4, 5], defense [6], and more (Zhang
et al., 2022). This study uses three types of Vision Transform-
ers: the Pyramid Vision Transformer model (PVT)[7], Trans-
former in Transformer (TNT)[8], and Locality iN Locality
(LNL)[9]. To ensure comprehensive evaluation and compar-
ison across methodologies, six well-established convolutional
neural networks (AlexNet[10], ResNet [11], VGG16 [12],
MobileNet [13], EfficientNet [14], and GoogleNet [15]) are
used as baseline models.
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This work provides a justification for the use of Vision
Transformer by drawing comparisons to the well-known Evo-
lutionary Algorithm (EA), stressing their shared mathematical
basis. Taking advantage of the usefulness of various EA
variations, we provide a pioneering pyramid EATFormer archi-
tecture that incorporates the suggested EA-based Transformer
(EAT) block. This EAT block consists of three improved
modules: the Feed-Forward Network (FFN), Global and Lo-
cal Interaction (GLI), and Multi-Scale Region Aggregation
(MSRA). These components are precisely designed to indi-
vidually capture interactive, individual, and multi-scale infor-
mation, hence improving overall performance. Furthermore,
as part of the transformer’s backbone, we design a Task-
Related Head (TRH) to enable flexible information fusion at
the end of the process. In addition, we provide a Modulated
Deformable MSA (MD-MSA) module, which allows for dy-
namic modeling of irregular sites. Our experimental results
on the GTSRB [16] and BelgiumTS [2] datasets demonstrate
a significant improvement in prediction speed and accuracy
using our technique.

II. THE PROPOSED APPROACH

Figure 1 shows the upgraded EATFormer design, which
consists of four stages with various resolutions based on the
pyramid model [7]. It combines EAT blocks, each with three
coupled paradigm y = f(x) + x residuals: (a) FFN, (b)GLI,
and (c) MSRA modules. The MSRA carries downsample
process from upper stage to down stage by using convolution
layer with compatible stride. In addition, we develop a novel
Modulated Deformable MSA (MDMSA) module to improve
global modeling and a Task-Related Head (TRH) that provides
a more refined and adaptable approach to categorization.

A. Overview of Vision Transformer

In the Vision Transformer, Multi-Head Attention plays a
pivotal role in capturing complex relationships between dif-
ferent image patches. This mechanism allows the model to
focus on different parts of the input image simultaneously,
facilitating parallel processing of information. In Multi-Head
Attention, the input embeddings are first transformed into
queries, keys, and values using learned linear projections.
These transformed representations are then split into multiple
heads, each of which undergoes a separate attention computa-
tion. Within each head, attention scores are computed between
the queries and keys, determining the relevance of each patch
to every other patch. The resulting attention weights are then
used to linearly combine the values, generating context-aware
representations for each patch. Finally, the outputs from all
heads are concatenated and linearly projected to produce the
final Multi-Head Attention output.

The Feed-Forward Network serves as the primary mecha-
nism for modeling complex non-linear relationships within the
Vision Transformer. It consists of two linear transformations
separated by a non-linear activation function, typically a
GELU (Gaussian Error Linear Unit) or ReLU (Rectified Linear

Unit). In the Vision Transformer, the FFN operates indepen-
dently on each position (or patch) in the input sequence.
It projects the input embeddings into a higher-dimensional
space through the first linear transformation, enabling the
model to capture intricate features and patterns. Subsequently,
a non-linear activation function introduces non-linearity into
the network, enhancing its expressive power. Finally, the
output is projected back to the original embedding dimension
through the second linear transformation. The FFN’s ability
to model complex interactions between patches, coupled with
its parameter-efficient design, contributes significantly to the
Vision Transformer’s impressive performance in various vision
tasks.

By integrating Multi-Head Attention and Feed-Forward Net-
works as core components, the Vision Transformer achieves
unparalleled performance in computer vision tasks, surpassing
the traditional limitations of convolutional neural networks
and unlocking new possibilities in image understanding and
analysis.. Within the Transformer encoder, a series of inputs
u is entered, and the outputs v are calculated as follows:

û = u+MSA(Norm(u)) (1)

v = û+MLP(Norm((û)) (2)

where Norm is the normalization of layers, MLP is the mul-
tilayer perceptron, and MSA is the multi-head self-attention.
After the transformer encoder, ViT utilizes the CLS for the
final prediction phase.

B. Multi-Scale Region Aggregation

We expand the notion of using numerous populations and
various search locations to improve model performance to 2D
image analysis, inspired by EA techniques ([17, 18]). As part
of our work on vision transformers, we offer a new module
called Multi-Scale Region Aggregation (MSRA). Figure 4.(a)
depicts MSRA’s architecture, which integrates N local convo-
lution operations (Conv Sn , 1 ≤ n ≤ N ) with variable strides.
By combining information from several receptive fields, these
techniques successfully impose an inductive bias without re-
quiring extra position embedding methods. Specifically, the
n-th dilation operation on, which alters the input feature map
x, may be expressed mathematically as follows:

on(x) = ConvSn
(Norm(x))

s.t. n = 1, 2, . . . , N,

To mix all operations proportionately, we introduce the
Weighted Operation Mixing (WOM) mechanism, applying a
softmax function over a set of trainable weights α1, . . . , αN .
Using the mixing function F , the intermediate representation
xo may be obtained as follows:

xo =

N∑
n=1

exp (αn)∑N
n′=1 exp (αn′)

on(x),
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Fig. 1. Network architecture of the proposed Transformer.

In the given equation, F represents the addition function.
While alternate fusion functions such as concatenation may
provide better results, they often need more arguments. For
the purpose of simplicity, this article defaults to using the
addition function. Next, a convolution layer (ConvSo) is used
to transfer the intermediate representation xo to the same
number of channels as the input x. The module’s final output
is obtained via relative connections. The MSRA module not
only improves the regularity and beauty of the EATFormer, but
it also functions as an embedding patch and stem. Because of
its CNN-based MSRA, this research does not use any sort
of position embedding, as the GLI module already supplies a
natural inductive bias.

C. Global and Local Interaction

We propose a new enhancement to the Multi-Scale Atten-
tion (MSA) grounded global module, transforming it into a
unique entity called the Global and Local Interaction (GLI)
module. The idea behind this is to accelerate and improve the
convergence to high-quality solutions by incorporating local
exploration methods into Evolutionary Algorithms (EA), as
previously described [19]. To view a clearer illustration of
this, see Figure 1-(c). The GLI module is explained in Figure
4-(b), which shows a local pathway concurrent with the global
pathway. The local pipeline aims to extract discriminative
insights relevant to localized settings, similar to the previously
proposed concept of a localized population. On the other hand,
the global route does not waver while modeling large global
datasets.

At the channel tier, input properties are divided into two
categories: local (blue) and global (green). To allow for
more subtle interactions between features, these properties are
processed separately via global and local routes. To achieve
fair contributions from both trajectories, we use the Weighted
Operation Mixing approach described in the next paragraph,
fine-tuning the weights assigned to the local (αl) and global

(αg) branches. The outputs of these diverse routes are then
combined, restoring the data to its original dimensions. This
combination may be viewed as a flexible plug-and-play con-
catenation operation designated as H , which improves the
current transformer architecture.

Local operations can take many forms, including tradi-
tional convolutional layers, complex modules like Deformable
Convolutional Networks (DCN) [20], and local Multi-Scale
Attention (MSA). In contrast, global operations can profit from
MSA, Dynamic-MSA (D-MSA), Performer, and other such
methods (Choromanski, 2020).

In this paper, we use simple convolution and MSA modules
as the core components of the GLI module. This strategy
assures that, despite the maintenance of global modeling
prowess, localization is strengthened, as seen in Figure 1.
Notably, the maximum path length between any two sites in
our proposed architecture is still O(1), retaining efficiency and
parallelism similar to the standard Vision Transformer (ViT).

The determination of the feature segregation ratio, p, exerts
a momentous influence on the efficiency and efficacy of
the model. The model’s parameters, floating-point operations
(FLOPs), and accuracy levels vary contingent on the utilized
ratio. To elucidate, the local path encompasses point-wise
feature maps with dimensions of RC×H×W = RC×L, while
both pathways incorporate k × k depth-wise convolutions.
Assuming the count of global channels as Cg = p × C and
that of local channels as Cl = C − Cg . Let us now delve
into the parameter tally and computational constituents of the
enhanced GLI module, delineated hereinafter:

Params =5C2
g +

(
2− 2C −K2

)
Cg+(

k2 + 2 + C
)
C.

D. Modulated Deformable MSA

We have intricately refined a distinctive module, denoted
as the Modulated Deformable Multi-Scale Attention (MD-
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Fig. 2. Structure of the proposed MD-MSA.

MSA), predicated upon the intricate spatial configurations
that deviate from the orthodox horizontal and vertical ori-
entations commonly observed in real-world scenarios. This
module intricately addresses the fine-tuning and re-weighting
exigencies pertinent to each spatial patch. Figure 2 portrays a
visual juxtaposition delineating the conventional Multi-Scale
Attention (MSA) process (illustrated by the blue dotted line)
vis-à-vis the MD-MSA procedure (depicted by the red solid
line). The derivation of the Query-Key-Value (QKV) features
from the input feature map X is orchestrated through the
function fqkv(·), expressed as QKV = fqkv(X), wherein
fqkv = fq⊕fk⊕fv (wherein the symbol ⊕ denotes a concate-
nation operation amalgamating the functions fq , fk, and fv).
In contradistinction, the MD-MSA modus operandi introduces
nuanced alterations. The proposed MD-MSA diverges from the
native MSA in its utilization of the meticulously fine-tuned
feature map X̂ to elicit the K and V features in a discernibly
query-centric manner. To expatiate further, considering an
input feature map X encompassing L loci, the function fq
is harnessed to fabricate the query matrix Q, epitomized as
Q = fq(X). Subsequently, this query matrix is deployed
to prognosticate the deformable offsets ∆l and modulation
scalars ∆m for all points, thereby enabling access to the
refined feature map ∆m.

∆l,∆m = fmd(Q)

Using the l-th position, we calculate the resampled and
reweighted feature X̂l as follows:

X̂ l = S (X l,∆l) ·∆m

∆l is the relative coordinate for the l-th position and has an
unbounded range, whereas ∆m is limited to the interval (0, 1.
The symbol S refers to the bilinear interpolation function.
As a result, the updated feature map map X̂ yields KV =
fkv(X̂). MD-MSA stands out from current literature [21]
largely because to its modulation operation. The MD-MSA
approach improves outcomes by carefully examining a wide
range of spatial factors.

III. EXPERIMENTS

This section begins by discussing the datasets used to train
our revised Transformer model and provides an overview of
the experimental configurations. The experimental findings are
then thoroughly examined, including a comparison of our
Transformer model’s performance to state-of-the-art research
in traffic sign identification.

A. Datasets and Implementation details

This study evaluates the model’s effectiveness using two
publicly available datasets: GTSRB [16] and BelgiumTS [2].
These datasets, which are well-known as standards for mul-
ticlass traffic sign classification, include a wide range of
complex and sophisticated traffic signs. They accurately depict
real-world scenes by including elements like as tilt, uneven
illumination, distortion, occlusion, and comparable backdrop
hues. The model is rigorously evaluated using a large sample
of complicated and difficult-to-distinguish traffic indicators
from various datasets.

Furthermore, our suggested model is especially designed
for deployment in real-world circumstances where safety is of
the utmost importance, with a focus on accuracy and depend-
ability. We chose a picture resolution of 224 × 224 to balance
classification accuracy and model complexity. Furthermore, we
rigorously train and assess our model using the GTSRB and
BelgiumTS datasets to ensure its efficacy and dependability for
traffic sign identification. Throughout the training procedure,
we used the Adam optimizer with a learning rate of 0.008 and
a batch size of 50. We use data augmentation techniques like
random rotations, zooming, and horizontal flips to increase the
size of the training set and improve the model’s generalization
capabilities. The tests are carried out using Pytorch library
with a Titan RTX 24G, and the major code implementation is
in Python 3.8.

B. Evaluation Measures

F1-score, accuracy, recall, and precision stand as customary
pivotal metrics for evaluating the prowess of classification
algorithms. The accuracy gauge quantifies the overarching
correctness of the model’s prognostications, derived by di-
viding the count of accurately classified instances by the
aggregate number of instances, as delineated in Equation (3).
Precision gauges the proportion of true positives amidst all
positive prognostications proffered by the model, formulated
per Equation (4). Meanwhile, recall computes the ratio of
authentic positives amidst all factual positive instances within
the dataset, explicated via Equation (5). The f1-score, an
amalgam of accuracy and recall, furnishes a nuanced evalua-
tion amalgamating these two indices into a balanced measure,
as expounded in Equation (6). Throughout our experimental
endeavors, we shall employ these cardinal metrics to gauge
the efficacy of our proposed methodology. Through the lens
of these gauges, we can scrutize the model’s adeptness in
accurately discerning traffic signs.

ACC =
TP + TN

TP + TN + FP + FN
(3)



TABLE I
PERFORMANCE COMPARISON OF SOTA MODELS AND PROPOSED TRANSFORMER ON GTSRB.

Method Accuracy (%) Precison (%) Recall (%) F1-Score (%)
Parameters
(in Millions)

Training Time
(in Seconds)

Response Time
(in millieconds)

Resources Usage
(in MByte)

AlexNet 97.08 97.17 97.08 97.07 15.78 1638.5 73.05 28.0
GoogleNet 96.97 97.09 96.97 96.92 13.70 2983.7 94.80 22.3
EfficientNet 97.44 97.82 97.94 97.63 43.80 2454.8 90.68 23.7

MobileNetV2 97.30 97.45 97.30 97.30 12.77 1319.7 100.17 23.0
VGG16 97.60 97.67 97.60 97.59 22.40 2442.9 96.21 24.1

ResNet50V2 98.31 98.37 98.31 98.27 40.37 1974.9 105.93 26.5
TNT 97.17 97.44 97.32 97.38 23.47 1974.9 105.93 26.5
LNL 98.29 98.18 98.37 98.23 23.80 1974.9 105.93 26.5
PVT 96.83 96.79 96.74 96.92 24.56 1974.9 105.93 26.5
Ours 98.41 98.51 98.41 98.42 9.61 1264.2 74.34 20.7

TABLE II
PERFORMANCE FOR TRAFFIC SIGN RECOGNITION ON THE BELGIUMTS.

Method Accuracy (%) Precison (%) Recall (%) F1-Score (%)
Parameters

(in Millions)
AlexNet 70.71 80.77 70.71 72.02 15.79
GoogleNet 12.46 40.15 12.46 12.86 13.71
EfficientNet 84.08 88.47 84.08 84.74 43.80
MobileNetV2 36.98 71.89 36.98 35.75 12.77
VGG16 69.12 79.09 69.12 69.82 22.41
ResNet50V2 84.20 89.82 84.20 85.46 40.37
TNT 83.15 88.52 83.50 84.92 23.47
LNL 84.65 89.15 84.79 87.11 23.80
PVT 83.04 87.81 83.06 83.29 24.56
Ours 92.16 94.83 92.17 92.54 9.63

recall =
TP

TP + FN
(4)

precision =
TP

TP + FP
(5)

F1 − score =
2× precision × recall

precision + recall
(6)

C. Comparison with the state-of-the-art

GTSRB Evaluation: To evaluate the usefulness and relia-
bility of our suggested Transformer model for Traffic Sign
Recognition, we did extensive tests on the GTSRB dataset. To
establish a benchmark, we compared our model’s results with
several state-of-the-art techniques, encompassing Transformer
variants (PVT [7], TNT [8], LNL [9]) and CNN methods
(AlexNet [10], ResNet [11], VGG16 [12], MobileNet [13],
EfficientNet [14], GoogleNet [15]).The experimental results
clearly indicate that our proposed model performed very well,
highlighting its potential for use in real-time traffic safety and
driver aid systems. Table 1 provides a detailed comparison of
our model to various cutting-edge models using the GTSRB
dataset. Our suggested model outperformed AlexNet, ResNet,
VGG16, EfficientNet, GoogleNet, PVT, and LNL, with gains
in accuracy of 1.33%, 0.1%, 0.81%, 0.97%, 1.44%, 1.58%,
and 0.12%, respectively. It is worth noting that the suggested
model excels in computing efficiency and has a small model
size, making it extremely practical and appropriate for real-
time TSR applications.

BelgiumTS: To evaluate the proposed TSR model’s efficacy
and robustness, it was compared to well-known models such
as PVT [7], TNT [8], AlexNet [10], and GoogleNet [15] on
the BelgiumTS [2] dataset. The BelgiumTS dataset, which

contains 4785 training photos and 2250 testing images, is
restricted in size, therefore we developed synthetic images
and expanded the dataset using augmentation techniques such
as horizontal flips, magnification, and random rotations. This
augmentation strategy allowed the model to learn from a
broader set of pictures, lowering generalization mistakes and
boosting overall performance.

The results in Table 2 demonstrate that the suggested
model outperforms other techniques in terms of classification
performance. The findings clearly show that the proposed
model outperforms all others on the BelgiumTS dataset while
requiring the fewest parameters. The results show that the
system outperforms AlexNet, ResNet, VGG16, MobileNet,
EfficientNet, and GoogleNet in terms of F1-score, accuracy,
recall, and precision. Specifically, the suggested model obtains
an accuracy rate of 92.16%, outperforming AlexNet by 21.45
percentage points, EfficientNet by 8.08 percentage points,
TNT by 9.01 percentage points, and LNL by 7.51 percent.
Furthermore, the suggested model achieves a precision of
94.83%, beating ResNet and LNL with precisions of 89.82%
and 89.15%, respectively. Furthermore, with a recall score of
92.17%, the suggested model outperforms TNT (84.92%) and
LNL (87.11%).

Furthermore, a comparison of our suggested Transformer
with existing techniques and models reveals significant gains
in terms of model size, accuracy, and computing efficiency.
These qualities make it ideal for real-time TSR applications.
Our method’s practical usefulness is further enhanced by
its ability to improve road safety through fast and exact
recognition and detection of traffic signs.

IV. CONCLUSION

The development of reliable and extremely precise algo-
rithms for traffic sign identification and detection is critical
for the broad integration of driver assistance systems and
self-driving cars. Numerous studies have been conducted in
this area over the years, with traditional approaches focusing
on manual feature extraction, which has proven to be both
expensive and time-consuming. However, the introduction of
deep learning, particularly the Transformer architecture, has
resulted in a paradigm change in traffic sign identification,
with state-of-the-art performance.This work describes a novel



pyramid EATFormer backbone that incorporates an Evolu-
tionary Algorithm (EA)-based Transformer (EAT) block and
demonstrates its effectiveness in improving prediction speed
and accuracy on real-world datasets. The findings highlight
Vision Transformers’ potential as a leading alternative for
traffic sign categorization in practical applications.
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