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Abstract—Existing Advanced Driver-Assistance Systems pri-
marily focus on the vehicle directly ahead, often overlooking
potential risks from following vehicles. This oversight can lead
to ineffective handling of high-risk situations, such as high-
speed, closely-spaced, multi-vehicle scenarios where emergency
braking by one vehicle might trigger a pile-up collision. To
overcome these limitations, this study introduces a novel deep
reinforcement learning-based algorithm for longitudinal control
and collision avoidance. This proposed algorithm effectively
considers the behavior of both leading and following vehicles. Its
implementation in simulated high-risk scenarios, which involve
emergency braking in dense traffic where traditional systems
typically fail, has demonstrated the algorithm’s ability to prevent
potential pile-up collisions, including those involving heavy-duty
vehicles.

Index Terms—Advanced Driver-Assistance Systems, Collision
avoidance, Reinforcement learning, Emergency brake

I. INTRODUCTION

Advanced Driver-Assistance Systems (ADASs) are tech-
nologies designed to enhance traffic safety by monitoring the
vehicle’s surrounding environment and automatically inter-
vening to prevent potential crashes should the drivers fail to
respond appropriately [1], [2]. ADAS emerged in the 1970s
with the adoption of the anti-lock braking system. [3]. Over
the years, the progression of technology has enabled ADAS
to expand its functionalities, including automatic emergency
braking (AEB) [4], stability control [5], blind-spot detection
[6], [7], lane departure warnings [8], adaptive cruise control
(ACC) [9], and traction control [10]. These developments have
significantly improved traffic safety.

Among widely-adopted ADAS technologies, most current
ACC and AEB primarily focus on the vehicle directly ahead.
They often fail to consider the potential safety risks posed
by vehicles following from behind [11]. Thus, existing ACC
and AEB systems are ineffective in managing certain high-
risk situations. For example, in cases where multiple vehicles
travel at high speeds and are closely spaced, those behind may
fail to stop safely when a vehicle in the middle of the chain
suddenly activates its AEB to avoid colliding with the leading
vehicle, resulting in a pile-up collision. The severity of such

collisions can escalate further if one of the vehicles involved
is a heavy-duty vehicle.

To mitigate collision with both leading and following ve-
hicles, this study proposes a novel longitudinal control and
collision avoidance algorithm that integrates adaptive cursing
and emergency braking. Leveraging deep reinforcement learn-
ing, this approach accounts for the behavior of both preceding
and following vehicles. Our methodology outperforms existing
ACC and AEB systems [12] in complex and hazardous driving
conditions.

The main contributions of this work are:
• The development of a vehicle brake and acceleration

policy that enhances safety by addressing the potential
safety risks from the following vehicles through the
exploration of edge case collision scenarios.

• The development of a universally applicable algorithm
designed to mitigate the incidence of serious pile-up
collisions.

• Simulation studies show that our Deep Deterministic Pol-
icy Gradient (DDPG)-based algorithm effectively reduced
collisions that traditional methods cannot avoid.

II. RELATED WORK

A. Adaptive Cruise Control and Automatic Emergency Brak-
ing

Existing ACC models aim to optimize fuel consumption
and reduce emissions through predictive control strategies,
ensuring a comfortable ride by smoothly managing acceler-
ation and deceleration to maintain safe distances [13]. Their
adaptability allows for effective performance under various
driving conditions, incorporating real-time sensor data to
seamlessly adjust to both local and highway environments
[14]. Similarly, AEB systems employ sensors and algorithms
to detect imminent collisions, automatically applying brakes to
either avoid or mitigate the impact severity. These systems are
designed for precision, minimizing false alarms while ensuring
prompt action when necessary, and are adaptable to diverse
driving environments, thereby enhancing protection for vehicle
occupants and pedestrians alike across different scenarios [15].
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The integration of machine learning and artificial intelli-
gence into the development of ACC and AEB technologies has
been a crucial factor in the transition from passive to active
and predictive safety systems [16]. These advancements have
not only enhanced the functionality and reliability of these
systems but also opened new avenues for innovation in traffic
safety [17].

B. Reinforcement learning application in ADAS

Reinforcement Learning (RL) offers a promising approach
to developing ADAS, enabling algorithms to learn optimal
actions through trial and error based on feedback from the en-
vironment [18]. Recent advancements in computational power
and the development of sophisticated simulation platforms
have driven significant progress in RL techniques [19]. Deep
Reinforcement Learning (DRL) algorithms, which integrate
deep neural networks with RL principles, such as Deep Q-
Networks (DQN) and Deep Deterministic Policy Gradients
(DDPG), have demonstrated their capability to manage the
complexities of ADAS algorithms, significantly enhancing the
systems’ ability to navigate hazardous conditions effectively
[20].

The application of DRL in ADAS has been explored in
various functions, including Adaptive Cruise Control (ACC)
[21], lane-keeping assistance [22], and Automatic Emergency
Braking (AEB) [23], [24]. These studies have highlighted
DRL’s ability to adapt to the unpredictable behavior of other
vehicles, pedestrians, and varying road conditions, thereby
fostering safer and more reliable driving policies [25]. Fur-
thermore, the integration of sensor fusion techniques with
DRL has facilitated a more comprehensive understanding of
the vehicle’s surroundings [26], enhancing the accuracy of
predictions and decisions made by ADAS.

III. METHOD

In this study, a novel RL-based algorithm for longitudinal
control and collision avoidance is developed to effectively
manage high-risk driving scenarios. The DDPG is selected as
the deep reinforcement learning model. DDPG is an algorithm
that simultaneously learns a Q-function and a policy using
off-policy data and an actor-critic neural network architecture.
It utilizes the Bellman equation to update the Q-function,
which, in turn, guides the policy learning [27]. This model
adeptly navigates complex vehicle-following situations and is
capable of accommodating various vehicle types with different
acceleration policies.

A. Markov decision process

The ego vehicle RL-agent used an environment state with
8 parameters, an action, and a well-designed reward function.
The car following scenario can be represented by a Markov
Decision Process (MDP) with the tuple (S,A, Pa, ra)

1) S: A set of states. S represents each time step’s environ-
ment state variables when we consider the RL vehicle agent
as the middle ego vehicle. S includes the distance between the
leading vehicle and ego vehicle dfm, distance between the ego

Algorithm 1 Proposed RL-based ADAS Algorithm

Require: Current time step leading vehicle sensor detection
result dataf and datar, Ego vehicle position (xm, ym),
Ego vehicle velocity vm

1: Start episode
2: for i = 1 to Maximum Episode do
3: for n = 1 to Episode Steps do
4: Acquire the middle ego RL vehicle’s position

(xm, ym), velocity vm and the approximate gap dis-
tance dfm dmr between Leading/following vehicle
and ego middle vehicle

5: Estimate next time step related vehicle position
(xf , yf ), (xr, yr), velocity vf , vr, acceleration af ,
ar

6: if Collision happened then
7: Return collision reward: −3000
8: End current training episode
9: else

10: Return no collision reward: 15
11: Interact with the environment. Turn to the current

episode’s next time step. Return to Step(3)
12: end if
13: end for
14: end for

vehicle and following vehicle dmr, leading vehicle velocity
vf , ego vehicle velocity vm, following vehicle velocity vr,
leading vehicle acceleration af , ego vehicle acceleration am,
following vehicle acceleration ar. The ego vehicle’s sensor
is only able to capture the current position of itself and the
distance between itself and the leading/following vehicles. A
Kalman Filter is used to estimate the velocity and acceleration.

2) A: A set of actions. A represent the next time step’s
acceleration am′ of the ego vehicle in current episode.

3) P: The transition probability. Pa(s, s
′) = Pr(st+1 =

s′|st = s, at = a), Pa(s, s
′) is the probability of changing

from state s to next time step state s′ when take the ego vehicle
acceleration action am′ .

4) r: A set of rewards. r represent the reward function
r(st+1, st, at). r is the expected immediate reward of taking
a specific action a from state s to state s′. The reward at a
time step is 15 if there is no collision and -3000 if the vehicle
collides with other vehicles. The reward is design in such way
to avoid collisions.

The objective is to identify the policy function π(s) that
is able to generate the optimal action for a particular state to
maximize the expectation of cumulative future rewards:

E

[ ∞∑
t=0

γtr (st, st+1, at)

]
(1)

where γ is the discount factor and the range of γ is [0, 1].
The larger γ motivates the RL agent to favor taking actions
indefinitely, rather than postponing them early. The pseudo-
code of the RL framework is shown in Algorithm 1



Fig. 1: Model framework

IV. EXPERIMENT

A. Baseline ADAS model

A baseline ADAS model combining AEB and ACC is
developed to evaluate the proposed algorithm. The Time-To-
Collision (TTC) is used as the AEB and ACC engagement
factor. The vehicles’ velocities are kept at the same to reduce
the perturbations [28]. If the TTC between the ego vehicle
and the leading vehicle is less than 1.4s, the ego vehicle will
activate the emergency brake system. The algorithm of the
baseline ADAS model is shown in Algorithm 2.

Algorithm 2 Baseline ADAS Algorithm

Require: Leading vehicle related position (xf , yf ), ego vehi-
cle position (xm, ym), leading vehicle initial velocity vfi,
ego vehicle velocity vm, time step ∆t

1: Initialize Variables
2: Start Episode
3: for i = 1 to Maximum Episode do
4: for n = 1 to Episode Steps do
5: Predict leading vehicle velocity vf by Kalman Filter

6: Predict leading vehicle new position
(xfnew, yfnew) = (xf , yf ) + vf ∗∆t

7: if TTCfront & middle < 1.4s then
8: Active ego vehicle deceleration aego = −7.5m/s2

[29]
9: end if

10: end for
11: end for

B. RL Training

The training of RL models includes two stages: exploration
and exploitation. Various scenarios were employed for each
stage during model training:

• During the exploration stage, both the leading and follow-
ing vehicles maintain their velocities based on a Gaussian
Distribution. Meanwhile, the ego vehicle’s velocity is

determined by the acceleration output from the actor-
critic neural network, and the deceleration of the fol-
lowing vehicles is also normally distributed. It is crucial
to ensure that the neural network can learn from end-
collision scenarios. Therefore, a significant portion of the
training is aimed at exploring collision scenarios. This
approach enables the RL agent to maximize its reward
and enhance vehicle safety during the training process.

• In the exploitation stage, the actor-critic network guides
the agent to select policies associated with higher ex-
pected cumulative future rewards. Additionally, the ap-
plication of normal distribution noise to actions, with a
decay factor of 0.9995, facilitates the neural network’s
convergence to the optimal.

C. Design of scenarios

It is easy to train the RL algorithm in normal driving
scenarios, but as mentioned before, the ADAS should be
capable of handing all driving situations including high-risk
ones. The study designed several scenarios aimed at causing
the collision not only with the leading vehicle but also with
the following vehicle to assess the algorithm’s capability
to address the high-risk conditions that the current baseline
ADAS algorithms cannot manage. The study also examines
an edge case involving the following vehicle, which is heavy
(compared to baseline light vehicle) and thus more prone
to causing collisions with the ego vehicle. These scenarios
include emergency brake scenarios (scenarios 1 and 2) and
multiple vehicle following scenario (scenarios 3). A visual
representation of these scenarios is provided in Fig.2.

In these scenarios, vehicles are assumed to travel along
a highway at a speed of 90 km/h. The first leading vehicle
activates emergency braking at the 100th time step with a
deceleration of −3m/s2, similar to standard AEB testing
scenarios [12]. In Scenario 1, the blue following vehicle is
configured as a heavy vehicle, while in Scenario 2, it is a light
vehicle. The length of the light vehicle and heavy vehicles
are assumed to be 2m and 15m, respectively, and the initial



(a) Highway emergency brake scenario 1

(b) Highway emergency brake scenario 2

(c) Highway multiple RL vehicle following scenario

Fig. 2: Potential dangerous collision scenarios

Scenario Key point Vehicle Size
Emergency Leading vehicle Leading vehicle: Light

brake scenario 1 emergency brake Following vehicle: Heavy
Emergency Leading vehicle Leading vehicle: Light

brake scenario 2 emergency brake Following vehicle: Light
Multiple RL

vehicles following
scenario

RL agent capability
Leading vehicle: Light

Following vehicle: Heavy

TABLE I

spacing between vehicles is 16m. The heavy vehicle exhibits
a lower maximum deceleration with −6m/s2 compared to the
light vehicle with a standard AEB deceleration of −7.5m/s2,
In Scenario 3, all vehicles except for the last following heavy
vehicle are configured as light vehicles.

D. Implementation

In the baseline scenarios, all vehicles are controlled by the
baseline ADAS model. Conversely, in scenarios where the
proposed RL algorithm is implemented, RL agents control all
vehicles except for the first leading and the last following one.
The RL-controlled vehicles are trained as single agents within
a scenario that involves random vehicle following.

The proposed algorithm is implemented and evaluated in
a simulation powered by the Python 3.8.10, Stable-baseline3
2.1.0, and Gym 0.26.2. The vehicle RL environment was
developed based on the Gym environment ”Pendulum-v1”.

a) Scenario Parameters: The vehicle positions are
(X,Y ) and Y = 0m, the initial positions Xf ∼ N(36, 0.5)m,
Xm ∼ N(18, 0.5)m, and Xr ∼ N(0, 0.5)m, the brake decel-
eration of the leading vehicle is af ∼ N(−3, 0.2)m/s2, the
leading vehicle stop starts at tf ∼ U(1, 1.5)s. The acceleration
for each time step of both the leading and flowing vehicles
follows a normal distribution a ∼ N(0, 0.01)m/s2. These nor-
mally distributed parameters facilitate the ego vehicle agent’s
exploration of rare scenarios.

b) DDPG architecture and hyperparameters: As
shown in Fig.1, four fully connected networks are
established as the actor-critic neural network. Each
network has three hidden layers and uses the array

Hyperparameter Value

Neural Network Size [State dim, 256,
256, 256, Action dim]

Hidden Layers Number 3
Soft Update factor 0.005
Memory Capacity 10000

Replay Buffer Batch Size 512
Discount Factor 0.99999

Actor Network Learning Rate 0.001
Critic Network Learning Rate 0.002

TABLE II: Hyperparameters for DDPG

Fig. 3: Change of the Reward during RL training

[State dimension, 256, 256, 256, Action dimension] as
the network node. The hyperparameters of the DDPG
algorithm are shown in Tab.II.

V. RESULT

Initially, the proposed RL-based algorithm was trained,
followed by the implementation of the baseline ADAS models
for the high-risk scenarios, as detailed in Table I. Subsequently,
this algorithm was tested to assess its effectiveness.

A. DDPG training result

The DDPG agent was trained within the designed envi-
ronment. Initially, the number of the training episodes was
set to 10,000 to evaluate whether the neural network was
converging or overfitting, and to determine if the RL agent had
successfully learned a policy capable of avoiding collisions
in high-risk scenarios. The robustness of the training process
was assessed using 30 different random seeds. Due to the
randomness, the convergence of the DDPG model slightly
differed. The dark line and light shading in the Fig.3. represent
the mean reward and its standard deviation to 1500th episode,
respectively. The DDPG model converged at approximately
the 400th episode, with a reward of 22500 if the vehicle
successfully avoided any collisions. 3.

B. Baseline ADAS simulation model result

In these scenarios, all vehicles except the first leading
vehicle, which activates emergency braking at a pre-defined
time step with a deceleration of −3m/s2, adhere to the TTC
collision threshold and will initiate emergency braking at
maximum deceleration. The baseline ADAS algorithm was
implemented in all three scenarios. The time-space diagram,
time-speed diagram, and changes in spacing between vehicles



(a) Highway emergency brake scenario 1 (b) Highway emergency brake scenario 2 (c) Highway multi-vehicles emergency brake sce-
nario 3

Fig. 4: Baseline ADAS algorithm implementation in proposed edge case scenarios

(a) Highway emergency brake scenario 1 (b) Highway emergency brake scenario 1 (c) Highway multi-vehicles emergency brake sce-
nario 3

Fig. 5: Proposed DRL algorithm implementation in proposed edge case scenarios

when the baseline algorithm was implemented are illustrated in
Fig.4. It is evident that in both scenarios 1 and 2, the baseline
ADAS can help the ego vehicle in avoiding a collision with the
leading vehicle. However, it fails to prevent a collision with
the following vehicle. Similarly, the failure of the baseline
ADAS leads to a pile-up collision in scenario 3. One possible
reason for this failure is its inability to dynamically adjust
deceleration to accommodate the behavior of the following
vehicle, despite sufficient space existing for all three vehicles
to stop safely (as indicated by the dashed lines in Fig.4).

C. Proposed RL algorithm simulation model result

Similarly, Fig.5 presents diagrams when the well-trained
RL algorithm was implemented in all three scenarios. In
contrast to the baseline ADAS algorithm, which relies on a
fixed deceleration activated solely based on the TTC with the
leading vehicle, the proposed algorithm has the capability to
dynamically select different deceleration in response to the
behavior of both leading and following vehicles.

1) Emergency brake scenarios: Unlike the baseline ADAS
driving algorithm, which results in collisions in both scenarios,
the proposed RL algorithm successfully avoids collisions.
Specifically, in Scenario 1, there consistently exists a one-
vehicle-length gap between the green leading light vehicle
and the blue following heavy vehicle. The RL algorithm
optimally calculates the deceleration at each time step, allow-
ing the yellow ego vehicle to stop within this gap without
any collisions. Moreover, it is noteworthy that in emergency
brake scenarios, the RL algorithms initially undergoes a sharp
deceleration (from the 200th to the 400th time step) to trigger
an early activation of the following vehicle’s AEB system.
This differs from the baseline algorithm, which only activates
AEB upon reaching the TTC threshold. Interestingly, the RL
algorithm may opt for actions that diverge from typical human
driving behavior. For example, in scenario 1, it may decide to
accelerate in the final few time steps, even though the spacing
between the ego vehicle and the leading vehicle decreases, to
ensure a safe stop of the following heavy vehicle.



2) Multiple vehicles following scenario: The diagrams il-
lustrate that all vehicles stopped safely without any collisions,
even though they were closely spaced. This demonstrates that
the proposed RL algorithm can effectively prevent pile-up col-
lisions triggered by the emergency braking of the leading ve-
hicle. More importantly, the vehicles in the middle, which are
controlled by the proposed RL algorithm, exhibit dynamically
changing responses in terms of deceleration and acceleration.
This indicates that the proposed algorithm not only effectively
manages the fixed deceleration typical of conventional AEB
systems but also adapts to avoid collisions by responding to
the complex behaviors of leading and following vehicles.

VI. CONCLUSION

This study developed a novel RL-based longitudinal con-
trol and collision avoidance algorithm designed to manage
high-risk driving scenarios. Utilizing the DDPG model, the
proposed algorithm effectively considers the behavior of both
leading and following vehicles addressing a significant gap
in existing ACC and AEB systems. The implementation of
the algorithm in simulated high-risk scenarios involving emer-
gency braking in dense traffic where traditional systems often
fail, demonstrated its capability to prevent potential pile-up
collisions, including those with heavy vehicles. This study
contributes to the ongoing evolution of ADAS technology by
incorporating artificial intelligence and shifting the paradigm
from reactive systems to proactive safety mechanisms.
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