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We use reinforcement learning to find strategies that allow microswimmers in turbulence to avoid
regions of large strain. This question is motivated by the hypothesis that swimming microorganisms
tend to avoid such regions to minimise the risk of predation. We ask which local cues a microswimmer
must measure to efficiently avoid such straining regions. We find that it can succeed without
directional information, merely by measuring the magnitude of the local strain. However, the
swimmer avoids straining regions more efficiently if it can measure the sign of local strain gradients.
We compare our results with those of an earlier study [Mousavi et al. arXiv:2309.09641] where a
short-time expansion was used to find optimal strategies. We find that the short-time strategies
work well in some cases but not in others. We derive a new theory that explains when the time-
horizon matters for our optimisation problem, and when it does not. We find the strategy with best
performance when the time-horizon coincides with the correlation time of the turbulent fluctuations.
We also explain how the update frequency (the frequency at which the swimmer updates its state)
affects the found strategies. We find that higher update frequencies yield better performance, as
long as the time between updates is smaller than the correlation time of the flow.

I. INTRODUCTION

Many small swimming aquatic organisms, such as plankton, have sensing abilities that help them to navigate, locate
prey and predators, and find potential mates [1–4]. To do this efficiently, they need to be able to maneuver turbulent
environments, in order to locate favourable flow regions, and to avoid predation. The spatial distribution of simple
organisms, such as swimming phytoplankton, can to a large extent be explained by passive mechanisms that do not
require the organism to adapt its swimming to the environment [5–10]. However, certain species also respond actively
to environmental cues [11]. Zooplankton have more advanced sensing abilities [12–15]. Experiments show that they
are able to navigate efficiently in turbulent flows by changing their swimming behavior in response to environmental
cues [16–23].

Recently, reinforcement learning [24–30] as well as analytical approaches [25, 31–35] have been used to find optimal
strategies for highly idealised models of microswimmers in turbulence in different situations. Although these studies
ignore many biological and hydrodynamical details that are believed to be significant, they nevertheless offer a novel
view on the long-standing and important problem of how plankton navigate in turbulent environments. This is
important, because despite numerous experiments through the last decades, many fundamental questions of plankton
navigation are still largely open. There is no general understanding of which environmental cues are most important for
different navigation tasks of aquatic microswimmers. Neither is it known how microswimmers may use environmental
cues for efficient navigation. The chief difficulty is that empirical observations of the behaviour of microorganisms
alone cannot give any information about optimal strategies unless the local flow configurations are precisely known,
as well as which cues the organism measures. In turbulence this is almost impossible to do unless one has a clear
idea about which cues and strategies might be relevant. Here theoretical studies can help, provided that the models
are based on simple, reasonable assumptions, and that the resulting strategies are efficient and robust. Most of the
theoretical studies, however, rely on global information that is not available in the frame of reference of a swimmer [36].
Moreover, most studies [24, 29, 33, 36, 37] consider very simple navigation problems, where the swimmer is supposed
to cover a distance in a certain direction most efficiently or most quickly. But in many cases for swimmers in nature or
in applications, it may be more advantageous to search for, or avoid, certain flow regions. One example is avoidance
of high-strain regions of microswimmers in turbulent flows. This is for example important for zooplankton because
high turbulent strain masks the signal of an approaching predator, impeding the ability of the zooplankton to detect
it early enough to escape [2, 13, 38, 39].

How can swimmers avoid regions of high fluid strain? Ardeshiri et al. [40] introduced a phenomenological model
for the dynamics of copepods swimming by jumps in turbulence [13, 40–42]. Based on the average jump behaviour
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ŷ

ẑ
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FIG. 1. Illustration of spheroidal microswimmer with swimming direction n̂, direction of antennae p̂, and q̂ = n̂× p̂, in a fixed

Cartesian frame of reference (x̂, ŷ, ẑ). Curved arrows denote positive angular swimming directions ω
(s)
p and ω

(s)
q .

observed in quiescent flow, they formulated an idealised model, where the copepods jump head first when the strain
lies above a threshold value. This strategy helps the copepods to avoid high strain regions to some extent, because
the time spent in these regions is reduced. Since the strategy causes the copeopods to move through the high-strain
areas rather than avoiding them, it is plausible that the strategy is not optimal. In Ref. [35], we identified a simple
yet highly efficient strategy allowing microswimmers to avoid high-strain regions altogether if they can measure the
signum of local spatial strain gradients. Using a short-time expansion of the local, time-dependent spatial strain
gradients we could show that their signum is more important than the strain magnitude for strain avoidance. This is
plausible, because the strategy we found approaches gradient descent on the magnitude of the strain in the limit of
very large rotational swimming speeds and perfect sensing resolution. For finite swimming and sensing abilities, the
dynamics differs somewhat due to the inherent delay between sensing and turning.

These results raise a number of important questions, which we address and answer in the following. First, it is well
known that the time horizon over which a behaviour is optimised can have a significant effect upon which strategy is
found [43]. The standard approach for microswimmers [24–30] is to use a time horizon that is as large as possible, but
the short-time expansion of Ref. [35] yields very good results. Monthiller et al. [33] used a similar short-time expansion
to find optimal strategies for vertical navigation, and also found very efficient strategies. It is surprising that the short-
time expansion – corresponding to a short time horizon – works so well. To find out why, we compare the results
of such short-time expansions for strain-avoiding microswimmers with reinforcement-learning results, assuming that
the microswimmers can/cannot measure the signum of strain gradients. The reinforcement-learning simulations show
that not only the time horizon matters, but also the frequency at which the swimmer measures the environment and
updates its strategy. We develop a new theory that explains how the optimal strategy depends on the time horizon
and upon the update frequency, for different signals. This allows us to conclude which signals are most efficient,
depending on the time horizon.

These results are obtained for a highly idealised model for the microswimmer. Therefore, the immediate significance
for the behavioural science and evolutionary biology of swimming microorganisms is perhaps limited. Nevertheless,
the found strategies are robust and very efficient, and thus potential candidate strategies in the ocean. However, it
remains to be seen how precisely the swimmers can measure the signals used. Last but not least, development of
artificial microswimmers is rapidly progressing [44–52], and it is expected that in the future, there will be engineered
microswimmers with the ability to respond to signals from the fluid environment. It is therefore important to identify
efficient navigation strategies for such swimmers for different types of signals.

II. METHODS

A. Swimmer model

We use a standard, highly idealised swimmer-model [5, 7, 35, 36, 53] for a small spheroidal microswimmer with
aspect ratio λ:

d
dt
x = v , (1a)

d
dt
n̂ = ω × n̂ , d

dt
p̂ = ω × p̂ , q̂ = n̂ × p̂ , (1b)

v(t) = u(x, t) + v(s)(t)n̂ , (1c)

ω(t) =Ω(x, t) +
λ2 − 1

λ2 + 1
n̂ × (S(x, t)n̂) + ω(s)p (t)p̂ + ω

(s)
q (t)q̂ . (1d)
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The coordinate system n̂, p̂, q̂ rotates with the swimmer, n̂ points forward to the head of the swimmer, p̂ is
perpendicular to n̂ and lies in the direction of its antennae, and q̂ is perpendicular to n̂ and p̂ (Fig. 1). The centre-
of-mass velocity of the swimmer is denoted by v, and its angular velocity by ω. The flow velocity is u(x, t). The
fluid-velocity gradients are Ω, half the flow vorticity, and the strain-rate tensor S = (A+AT)/2 where A is the matrix
of fluid-velocity gradients, with components Aij = ∂jui.

B. Turbulent-flow models

We use two different models for the turbulent-flow velocity u(x, t) and its spatial derivatives, direct numerical
simulation (DNS), and a statistical model. The DNS are performed at Taylor-scale Reynolds number Reλ ≈ 60. The
statistical model [54, 55] represents the turbulent fluid velocities by Gaussian random functions with correlation time
τf , correlation length ℓf , and typical velocity uf . The ratio between the Eulerian time scale τf , and the Lagrangian time
scale ℓf/uf defines a non-dimensional parameter of the model, the Kubo number Ku = ufτf/ℓf [56]. The best agreement
between the statistical model and DNS is found in the limit of large but finite Ku [55]. The limit of small Ku can
be analysed with diffusion approximation. Results obtained in this limit have yielded significant contributions to the
understanding of the dynamics of inertial particles [57], and of microswimmers [9, 58] in turbulence. See Appendix A
for more details on the DNS and statistical models.

C. Active control

The terms with superscript (s) in Eqs. (1c) and (1d) allow the swimmer to actively swim and steer [25, 27, 28, 35, 36].

The functions v(s)(t), ω
(s)
p (t), and ω

(s)
q (t) parameterise possible actions in response to perceived changes to the

environment of the swimmer. Motivated by the behaviour of microorganisms in the turbulent ocean, we consider two

different behaviours, cruising and jumping. For the cruising swimmer, the swimming speed takes values 0 ≤ v(s) ≤ v
(s)
max,

where v
(s)
max denotes the maximal swimming speed. Rotational swimming occurs around both axes, p and q, with

−ω
(s)
max ≤ ω

(s)
p , ω

(s)
q ≤ ω

(s)
max, where ω

(s)
max is the maximal angular swimming speed for both ω

(s)
p and ω

(s)
q . Jumps, by

contrast, are modeled as an instanteneous increase in the swimming speed, followed by an exponential decay with
time scale τj

v(s)(t) = 2 log(10)v
(s)
max exp ( −

t−tj
τj
) for t − tj < 2 log(10)τj . (2)

The jump is initiated at time tj, and the parameters in Eq. (2) are chosen so that the average of Eq. (2) over the total

time 2 log(10)τj of the jump yields 0.99v
(s)
max, so v

(s)
max measures the average speed during a jump. In our numerical

simulations, we evaluate Eq. (2) at discrete time steps much smaller than the decay time scale τj, keeping the velocity
constant in between time steps. At the beginning of each jump, we allow the swimmer to rotate by either 0, 90, or -90

degrees around its q̂-axis, respectively resulting in average angular velocities of ω
(s)
max, 0, or −ω

(s)
max during the jump,

where ω
(s)
max = π/(4 log(10)τj).

D. Non-dimensional parameters

Homogeneous isotropic turbulence is characterized by the Taylo-scale Reynolds number Reλ, The fluctuations of the
fluid velocity in the statistical model are determined by the Kubo number Ku mentioned above (see also Appendix A).
The non-dimensional parameters for the swimmer are its aspect ratio λ, as well as

Φ =
v
(s)
max

urms
and Ξ = ω(s)maxτη . (3)

Typical values of these two parameters depend on the application and can vary greatly. For example, the Kolmogorov
time τη decreases monotonically with the energy-dissipation rate per unit mass ε which varies between 10−4mm2/s3

in the deep ocean and 100mm2/s3 in the upper ocean layer [59, 60]. The resulting Kolmogorov time ranges from 100
down to 0.1 s. For typical dissipation rates in the ocean, Φ is larger than unity, while in highly turbulent regions
it is smaller than unity. Typical values of Φ lie in the range 0.1 to 10 [9, 61]. Taking τj = 0.0088 s for the jumping
swimmer, in accordance with the experimental observations in Ref. [40], leads to Ξ ≈ 39 for τη = 1 s. For cruising
swimmers, showing less abrupt rotations, we use a smaller value, Ξ = 6.25. For small Ku, the problem has to be
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non-dimensionalised in a different way [54]. In this limit we use non-dimensional swimming and rotational swimming

speeds v
(s)
maxτf/ℓf and ω

(s)
maxτf .

E. Reinforcement learning

We use reinforcement learning [62, 63] to search for efficient navigation strategies to avoid high-strain regions. This
method uses trial and error to find optimal strategies for an agent interacting with an environment, and it has been
used with great success for microswimmers in turbulence [24–30, 36, 46]. To connect with the standard terminology
in reinforcement learning, we say that the swimmer (agent) uses a strategy (policy) to respond (by taking certain
actions) to environmental cues (states). The goal is to maximise the reward, to minimise the strain it experiences,
S(t)2 = tr(S(t)2)τ2η . We use two different prescriptions for sampling different states, which give same results. The
strategy is either updated at regular time intervals Tu, or after each time the state passes predefined levels. In the
latter case, Tu is the average time between state updates.
When the state is updated, the swimmer obtains a reward

ri+1 = −
1

ti+1 − ti
∫

ti+1

ti
dt S(t)2 , (4)

where ti and ti+1 are the times at which two consecutive states i and i+1 are encountered. Next, the action is updated
according to the current strategy, and it is kept until the next state update. The reinforcement learning algorithm
iteratively optimises the discounted expected future reward Ri+1 = ⟨ri+1 + γri+2 + γ

2ri+3 + . . . ⟩, where ⟨⋯⟩ denotes the
average over all possible states and actions. Furthermore, 0 ≤ γ < 1 sets the horizon determining the number of states
over which the reward is optimized. The time horizon, ∼ Tu/(1−γ), is kept much larger than both Tu and the smallest
time scale of the flow. Appendix B summarises further details regarding the reinforcement learning algorithm and
its parameters. Below we consider cruising and jumping swimmers, with two corresponding sets of local states and
actions, inspired by the most important signals identified in Ref [35].

1. Strain magnitude. In order to minimise the local strain S(t)2 = tr(S(t)2)τ2η , it is natural to use the signal

σ2 = tr(S2)τ2η . We assume that the swimmer can distinguish 26 discrete levels of σ2 that are more densely
distributed for small values as shown in Table I. This discretisation allows the reinforcement-learning algorithm
to converge to good strategies in a reasonable time. Given a signal σ2, the possible actions are to either not

swim, v(s) = 0, or to swim/jump with maximal speed, v(s) = v
(s)
max.

2. Strain magnitude and derivatives. In addition to the squared strain σ2, we followed Ref. [35] and allowed the
swimmer to measure the signum of local derivatives of the squared strain, X∥ = n̂ ⋅∇trS2τ2η ℓf , X⊥ = p̂ ⋅∇trS2τ2η ℓf
and X

(q)
⊥
= q̂ ⋅ ∇trS2τ2η ℓf . We trained swimmers with σ2 discretised into 5 levels for cruisers in the statistical

model, and 26 levels for jumping swimmers in the DNS. Additionally, the signs of all X∥, X⊥ and X
(q)
⊥

were
included in the state for the cruisers, while only the signs of X∥ and X⊥ were included for the jumpers. In

addition to propulsion/jump speed of either 0 or v
(s)
max in their instantaneous direction, we include actions of

rotational swimming. For the cruisers, we assume that the angular swimming velocities in Eq. (1d), ω
(s)
p and

ω
(s)
q , each can take either of the values {−ω

(s)
max,0, ω

(s)
max}, while for the jumping swimmers, the swimmer prior to

each jump either keeps its current orientation, or instantaneously rotates by an angle of ±π/2 around its q̂ axis.

F. Short-time expansion

The reinforcement-learning study presented here is motivated by the results of Ref. [35], where a short-time ex-
pansion of Lagrangian signals was used to find optimal strategies. A related short-time expansion was used to find
navigation strategies for vertical migration of microswimmers [33]. In the following we briefly outline the method [35].

Consider first the case where the swimmer measures only the magnitude of the strain. We assume large Φ and ω(s) = 0
to approximate x(t) = x0 + v

(s)n̂0t. We expand σ2 = trS2(t)τ2η sampled after a state update at time t = 0 to second

order in small v(s)t/τη,

S(xt, t)
2
= S(x0, t)

2
+ v(s)tn̂0 ⋅∇S(x0, t)

2
+
1

2
[v(s)t]2(n̂0 ⋅∇)

2
S(x0, t)

2 . (5)
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TABLE I. Strategies resulting from reinforcement learning for (a) cruising swimmers in the statistical model and (b) jumping
swimmers in DNS for different average swimming speed Φ. The values on the horizontal axis represents lower limits of the
discretized state of squared strain, σ2. The cell numbers indicate the percentage of strategies that takes the action to swim/jump
for a given state, color coded from white (0%) to clear blue (100%). For each Φ, the best strategy found is highlighted with a
red frame for states where it swims/jumps. Each value of Φ show data based on (a) 30 training sessions and (b) 10 sessions.

We average this expression conditional on σ2 = trS2(0)τ2η , assuming Gaussian distributed fluid gradients and uniformly
distributed orientations n0 at the state update. For the statistical model described in Section II B, we can evaluate
the resulting expression explicitly. In spatial dimension d we find:

⟨S(xt, t)
2
∣σ2
⟩ =

1

2
+ (σ2

−
1

2
)e−2t/τf(1 −

d + 4

d
[
v(s)t

ℓf
]
2

) . (6)

The first term on the right-hand side is the average obtained for a uniform spatial distribution of particles, σ2
c =

⟨trS2τ2η ⟩ = 1/2. The second term is a correction due to the initial strain differing from this average. The optimal

swimming velocity that minimizes Eq. (6) is to swim with maximal speed when σ2 > σ2
c , and to not swim at all

otherwise:

v
(s)
opt(σ

2
) = {

v
(s)
max if σ2 > σ2

c

0 otherwise
, with σ2

c =
1

2
. (7)

Now consider the second case, where the swimmer can measure strain gradients as well. This was considered in
Ref. [35], where a short-time expansion was used to show that strain gradients are the most important signals for

avoiding strain at short times. The resulting strategy for choosing the swimming speed v(s) and rotational swimming

ω
(s)
p (t) and ω

(s)
q (t) was found to be

v
(s)
opt(t) = {

v
(s)
max if X∥ < 0
0 otherwise

, ω
(s)
p,opt(t) = ω

(s)
maxsign(X

(q)
⊥
) , ω

(s)
q,opt(t) = −ω

(s)
maxsign(X⊥) . (8)

Below we compare both strategies, Eqs. (7) and (8), to the numerical results found by reinforcement learning.

III. NUMERICAL RESULTS

A. Navigation based on strain magnitude

The reinforcement-learning strategies for different values of Φ are shown in Table I for the case of cruising swimmers
in the statistical model and for jumping swimmers in DNS. We see that the strategies are very similar for the two cases.
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(a)

Φ

⟨S
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⟩
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jump, Eq. (6)
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(b)

Φ
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⟩
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cruise, Eq. (7)

cruise, RL

jump, Eq. (7)

jump, RL

FIG. 2. Comparison of numerical results for the average S2 against average swimming speed Φ for swimming strategies
(a) excluding and (b) including strain gradients as signal. (a) Results for reinforcement learning (RL) in Table I for cruising
swimmers in the statistical model (green, ∎) and jumping ones in DNS (◻), and for the analytical strategy in Eq. (7) for cruising
(red, ●) and jumping (○). (b) Results for RL in Table II for cruising (green, ∎) and jumping (◻) swimmers, and for Eq. (8)

evaluated for cruising swimmers (red, ●) and jumping swimmers disregarding the signal X
(q)
⊥ (○). Parameters: Ξ = 6.25 for

cruising swimmers and Ξ = 39 for jumping ones.

For small Φ, the swimmer does not learn much and either swims or stops with approximately equal probability. For
Φ larger than 0.2, the training converges to more clearcut strategies. We see that the swimmer learns to swim/jump
when encountering large strain rates, and it tends to stop swimming for small strain rates. The threshold value
between swimming and stopping depends on the swimming speed Φ, with a smaller threshold value for larger Φ.
Additionally, for the cruising swimmers we have tested to include individual flow components and continuous signal
σ2 in deep reinforcement learning, and rotational swimming, all giving essentially the same strategy, to swim above
a strain threshold and not swim below.

Fig. 2(a) shows the average squared strain evaluated following the best strategies in Table I for cruising (green filled
squares) and jumping (empty squares) swimmers. The averages decrease monotonically with the swimming speed Φ
and is substantially smaller than the average of tracer particles, unless Φ is too small. For a given Φ, the average strain
is lower for the jumping swimmer than the cruising one. In summary, the two approaches exhibit similar trends. They
yield similar performance for small Φ, but the strategy based on reinforcement learning performs better for large Φ.

B. Navigation based on squared strain and its derivatives

Examples of the best reinforcement-learning strategies for this case are shown in Table II. Table II(a) shows an
example for cruising swimmers with Φ = 2.5 restricted to the state with σ2 = 0.2, and Table II(b) shows two examples
for jumping swimmers with Φ = 0.98 and 3.3. For cruising swimmers, the majority of strategies and the best strategy
essentially coincides with Eq. (8), which is highlighted in green. There are deviations, but a comparison shows that
Eq. (8) gives a slightly better performance, suggesting that these deviations stem from the learning getting stuck at
local optima. The strategy is qualitatively the same for the other σ2 states. It also remains the same if the signals
Xi are instead discretized in three levels symmetrically distributed around zero separated at ±1. These results are
consistent with Ref. [35], where it was found that the performance of Eq. (8) does not change notably by introducing
a sensing threshold. The jumping swimmer learns a similar strategy. The trend is to always jump. When X∥ < 0, the
jump is mainly forward, allowing it to decrease its expected strain, similar to the behavior of the cruising swimmer.
When X∥ > 0, it still makes a jump, but with a ±π/2 rotation, depending on the sign of X⊥, to bias its resulting

orientation in a direction where S2 decreases. The jump directions are the same as for the cruiser and Eq. (8). For
the case Φ = 3.3 and σ2 < 0.03, there is a trend to not jump. This is expected because regions with σ2 ≪ 1 have small
volume, meaning that a jump will most likely overshoot, causing the swimmer to end up in a region of higher strain.

Fig. 2(b) compares the performance of the reinforcement learning and Eq. (8) for cruising and jumping swimmers.
The performance is qualitatively the same for all cases, with a sharp drop from the limit of tracer particles at small
swimming speeds to values ⟨S(t)2⟩ ∼ 0.1 for swimming speeds larger than order unity. This is significantly lower than
the results based only on strain in Fig. 2(a), showing that gradients of σ2 is a more efficient signal for avoiding high
strain regions. In contrast to the strategy based on σ2, jumping swimmers do not perform better than cruising ones.
This is most likely because the ±π/2 jumps lower the ability in adjusting the rotational swimming compared to the
continuous rotation of cruising swimmers.
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0 0.01 0.03 0.04 0.05 0.06 0.08 0.09 0.1 0.12 0.13 0.14 0.17

X∥ < 0
X⊥ < 0

X∥ > 0
X⊥ < 0

X∥ < 0
X⊥ > 0

X∥ > 0
X⊥ > 0

σ2

Φ
=

0
.9
8

None

Jump

+π/2 rot.
& jump

−π/2 rot.
& jump

Actions

X∥ < 0
X⊥ < 0

X∥ > 0
X⊥ < 0

X∥ < 0
X⊥ > 0

X∥ > 0
X⊥ > 0

Φ
=

3
.3

TABLE II. Strategies resulting from reinforcement learning for (a) cruising swimmers with Φ = 2.5 and Ξ = 6.25, and (b)
jumping swimmers with Φ = 0.98 and Φ = 3.3, and Ξ = 39. (a) Simplified strategy, showing only the state 0.1 < σ2 ≤ 0.2, using
a threshold Xc for X∥, X⊥, and X

(q)
⊥ (see text). Numbers give percentage of 30 trained strategies taking an action (column) in

a state (row). Red frames show the best found strategy, and green frames show Eq. (8). (b) States are given by σ2 (columns)
and the signs of X∥ and X⊥ (rows). The action taken in each state for the best strategy found in training is color coded to do
nothing (red), jump forward (green), rotate ±90° around q̂ and then jump (blue/yellow).

IV. APPROXIMATE THEORY FOR OPTIMIZATION ON DIFFERENT TIME HORIZONS

The comparison between the results from reinforcement learning optimized on a large time horizon, and the theory
derived at a short time horizon in Fig. 2 shows that there is no essential difference when the gradient of squared
strain is used as signal. However, when the squared strain is used as signal, reinforcement learning gives a better
strategy. To explain this difference, and to more generally investigate the importance of the time horizon, we develop
an approximate theory for how the optimal solution depends on the optimization horizon as well as the update time.
The theory can be used to identify the most important signals and gives a lowest-order approximation for suitable
swimming strategies based on selected flow signals.
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A. Theory

First, we analytically predict how the average strain, conditional on the values of different initial flow signals,
evolves in time for given constant swimming and angular swimming velocities, v(s)(t) = v(s) and ω(s)(t) = ω(s). Then,

given a measurement of the signals, the optimal swimming strategy is obtained by selecting v(s) = v
(s)
opt and ω(s) = ω

(s)
opt

that minimize the time average of the conditional strain average up to some prediction time Tp. To calculate the
conditional average, we make an analytical expansion of the dynamics. For simplicity, we consider the case of cruising
swimmers in the statistical model in two spatial dimensions. A lowest-order approximation to the solution of the
swimmer dynamics in Eqs. (1) is obtained by

x
(d)
t = x0 +

v(s)

ω
(s)
q

(sin(ω(s)q t)n̂0 + (1 − cos(ω
(s)
q t))p̂0) (9a)

n̂
(d)
t = cos(ω(s)q t)n̂0 + sin(ω

(s)
q t)p̂0 , (9b)

where x0, n̂0, and p̂0 are the initial position and orientation vectors. This solution is valid if the swimming velocity
is much larger than the velocity of turbulent fluctuations, as is usually the case for zooplankton in the ocean. In the

limit ω
(s)
q → 0, the trajectory simplifies to x

(d)
t = x0+v

(s)n̂0t, as expected for swimmers without rotational swimming.
We assume an initial state where the components of the flow and its derivatives are Gaussian distributed and the

swimmer orientations are uniformly distributed, independent from the flow. We evaluate the average strain along the
trajectory (9a) conditional on the initial strain tensor S0, strain tensor gradient ∇S0 (with components ∂kS0,ij), and
orientation parameterized by n̂0 and p̂0. We do not condition on the initial flow velocity and vorticity, because these
are not directly measurable in the frame of the swimmer. Moreover, we have used that all second-order derivatives
of the flow can be expressed in terms of ∇S0, meaning that the signal ∇O0 is redundant, and therefore not included.
Finally, we have neglected third-order and higher derivatives of the flow. For Gaussian distributed flow components,
we have

⟨S(t)2∣S0,∇S0⟩ =
d

∑
i=1

d

∑
j=1

⟨Sij(t)
2
∣S0,∇S0⟩ =

d

∑
i=1

d

∑
j=1

[⟨Sij(t)
2
⟩ −BT

(Sij(t))C−1B(Sij(t)) + (B
T
(Sij(t))C−1F )2] (10)

with

B(Sij) =
⎛
⎜
⎝

⟨SijF1⟩

⋮

⟨SijFN ⟩

⎞
⎟
⎠
, C =

⎛
⎜
⎝

⟨F 2
1 ⟩ ⋯ ⟨F1FN ⟩

⋮ ⋱ ⋮

⟨F1FN ⟩ ⋯ ⟨F 2
N ⟩

⎞
⎟
⎠
, F =

⎛
⎜
⎝

F1

⋮

FN

⎞
⎟
⎠

(11)

where F1,. . . ,FN enumerate all components of S0 and ∇S0, S(t) is evaluated along a deterministic trajectory (9a),
and the averages in B and C are explicitly known in the statistical model.

Using the isotropic, Gaussian distributed correlation function (A2) for the flow in two spatial dimensions, we obtain

⟨S(t)2∣σαβ = S0,αβτ
2
η , ξαβγ = ∂γS0,αβτ

2
η ℓf⟩ =

1

2
+ e−2t/τf−R

2

[C1(σijσij −
1

2
) −C2(σ

2
rr −

1

8
) +C3(ξijkξijk − 3) −C4(ξijkξikj −

3

2
) +C5(ξijrξijr −

3

2
)

+C6(ξirrξrri −
3

8
) −C7(ξrrrξrrr −

3

8
) +C8σijξijr +C9σijξrij +C10σrrξiri −C11σrrξrrr] . (12)

Here indices i, j, k are summed over, the subscript r denotes contraction with R̂(t) = R(t)/∣R(t)∣, and R = ∣R(t)∣,

where R(t) = (x
(d)
t −x0)/ℓf . The coefficients Ci are polynomials in R with sign chosen positive for small R:

C1 = (1 −
R2

2
)
4 , C2 = R

4
(1 −R2

+ R4

8
) , C3 =

R4

36
(6 −R2

) , C4 =
R4

9
(3 −R2

) , C5 =
R2

144
(144 − 192R2

+ 844 − 166 +R8
) ,

C6 =
R4

18
(24 − 12R2

+R4
) , C7 =

R6

72
(24 − 12R2

+R4
) , C8 =

R
24
(2 −R2

)
2
(12 − 10R2

+R4
) ,

C9 =
R3

6
(4 − 4R2

+R4
) , C10 =

R3

6
(8 − 8R2

+R4
) , C11 =

R5

12
(16 − 10R2

+R4
) .

For each term containing Ci, the ensemble average over the flow has been subtracted, meaning that each such term
averages to zero.



9

For short times, R is small and the dominant contribution to Eq. (12) is given by the C1 and C8 terms. By averaging
over the strain gradients ξαβγ , neglecting rotational swimming and expanding to order t2 gives

⟨S(t)2∣σαβ = S0,αβτ
2
η ⟩ =

1

2
+ (σijσij −

1

2
)e−2t/τf(1 − 3[

v(s)t

ℓf
]
2

) , (13)

i.e. Eq. (6) in d = 2 spatial dimensions. Similarly, expanding Eq. (12) for small t, keeping terms to zeroth order in t,

but also the dominant contributions containing the controls v(s) and ω
(s)
q , gives

⟨trS(t)2∣S0,αβ , ∂γS0,αβ⟩ ∼ trS20 + v
(s)tn̂0 ⋅∇trS20 +

v(s)ω
(s)
q

2
t2p̂0 ⋅∇trS

2
0 . (14)

This result is equivalent to a two-dimensional version of the short-time expansion in Ref. [35]. Equations (13) and (14)
are minimized by the control in Eqs. (7) and (8), respectively.

Since Eq. (12) predicts the evolution of the conditional strain on arbitrary times, this allows to move away from
the short-time expansion, allowing to formulate the strategy that is optimal on an arbitrary time horizon. We obtain
the average squared strain conditional on different combinations of strain and strain gradients by averaging Eq. (12)
using the distribution conditional on the desired signals, assuming that the initial orientation is uniformly distributed.
Starting from an initial flow signal IC at time t, we evaluate the time average of the conditional average during the
prediction time interval Tp

⟨S(t)2∣IC⟩(Tp) =
1

Tp
∫

t+Tp

t
dt⟨S(t)2∣IC⟩ (15)

In general, the optimal control on the time scale Tp is the IC-dependent choice v(s)(t) and ω
(s)
q (t) within their bounds

that minimizes this average. We assume that the swimmer updates the control on the time scale Tu while keeping

constant values v(s)(t) = v(s) and ω
(s)
q (t) = ω

(s)
q over Tu. Below we analyze the optimal strategies that minimize

Eq. (15) for different signals. We constrain velocities by v
(s)
max = ℓf/τf and ω

(s)
max = 5τf . For larger v

(s)
max, contributions

from the tails of the spatial correlation function start to matter. These tails are different in the single-scale statistical
model and in turbulence with an inertial range.

B. Application to squared strain

Averaging Eq. (12) conditional on a certain value of σ2 = trS20τ2η gives

⟨S(t)2∣σ2
⟩ =

1

2
+ e−2t/τf−R

2 1

32
(32 − 64R2

+ 40R4
− 8R6

+R8
)(σ2

−
1

2
) . (16)

The first term is the average of uniformly distributed particles, σ2
c = ⟨trS2τ2η ⟩ = 1/2. The second term describes the

temporal relaxation of the initial squared strain σ2 towards this value. It is given by a coefficient Cσ multiplying

σ2− 1
2
. Fig. 3(a) shows the time average Cσ(Tp) =

1
Tp
∫

∆t
0 dtCσ against the constant swimming velocity v(s) (assuming

Tu = Tp). The coefficient is positive and monotonously decreasing with v(s) for different prediction horizons Tp. This

implies that the optimal swimming velocity to minimize the time average ⟨S(t)2∣σ2⟩(Tp) = σ2
c + Cσ(Tp)(σ

2 − σ2
c)

in Eq. (16) is identical to the strategy in Eq. (7). Rotational swimming does not contribute much [dashed lines in
Fig. 3(a)], and it mainly slows down the decorrelation. We therefore conclude that the optimal rotational swimming

is ω
(s)
opt(σ

2) = 0 when navigating using σ2 as the signal. The form of the strategy in Eq. (7) is independent of the

prediction horizon Tp, but the relative decrease in ⟨S(t)2∣σ2⟩(Tp) compared to tracer particles is largest around Tp ∼ τf .
The performances of the optimal strategy (7) is shown in Fig. 3(b). The solid line shows the time average of the

theoretical prediction in Eq. (16), additionally averaged over σ2, assuming Gaussian distributed strain components.
Hollow markers show the time average of S2 obtained by numerical simulations of Eq. (1), starting from a random
position and following the optimal strategy (7) in the statistical model over the prediction time Tp . The simulations
agree well with the theoretical predictions. There is an optimum around Tp = τf , showing that the strategy efficiently
exploit flow correlations on this time scale. For larger times, the flow decorrelates from the initial condition, meaning
that prediction is no longer possible. Filled markers in Fig. 3(b) show simulation results where the average of S(t)2

is sampled continuously for a swimmer that follow the optimal strategy, but updates v(s) and ω
(s)
q at regular time

intervals Tu = Tp. At each update, the flow signal is evaluated at the current position, giving new v(s) and ω
(s)
q based
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(a)
C

σ

v(s)τf/ℓf

(b)

⟨S
(t
)2
⟩

Tp/τf

FIG. 3. (a) Time averaged coefficient Cσ(Tp) (see text) against swimming velocity for different prediction horizons Tp with

rotational swimming (ω(s)τf = 5, dashed lines) and without (ω(s) = 0, solid lines). (b) Average squared strain, ⟨S(t)2⟩ =
⟨trS(t)2⟩τ2

η against Tp, following the optimal strategy. The solid line shows an analytical evaluation of the predicted time
averaged strain (see text). Markers show the time average from numerical simulations of swimmers following Eq. (7). Results
are obtained by either choosing the initial position randomly (red, ○), or by sequentially measuring the signal and updating

the control each time interval Tu = Tp (red, ●). Parameters: v
(s)
maxτf/ℓf = 1, ω(s)maxτf = 5, λ = 1, and Ku = 0.1.

on the optimal strategy. The resulting average squared strain agrees with the theory if Tp is larger than τf , but for
Tp smaller than τf it is significantly lower than the values predicted by theory. This is a feedback mechanism. The
strategy minimizes strain given a Gaussian distributed flow signal. If the time between updates is small, the strain at
the new update is lower than expected from the Gaussian distribution. Although the distribution of strain at updates
therefore becomes non-Gaussian, the optimal control derived from a Gaussian distribution performs well, leading to
yet smaller strain rates, which in turn leads to a more biased distribution of strain.

C. Application to gradients of squared strain

To investigate how gradients of strain can be utilized for optimizing the sampled squared strain on different time
horizons, we first consider either the longitudinal or transversal gradients, X∥ = n0 ⋅∇trS20τ2η ℓf or X⊥ = p0 ⋅∇trS20τ2η ℓf
as signals. Moreover, we evaluate the optimal strategy based on all components of strain and strain gradients, S0τ2η
and ∇S0τ2η ℓf .

Averaging Eq. (12) conditional on X∥ or X⊥, gives

⟨S(t)2∣X∥⟩ =
1

2
+ e−2t/τf−R

2

(
v(s)

96ℓfω
(s)
q

sin(ω(s)q t)(96 − 144R2
+ 64R4

− 12R6
+R8

)X∥ (17)

+
1

192
√
3
[96 + 96R2

− 168R4
+ 80R6

− 13R8
+R10

− [
ℓfω

(s)
q

2v(s)
]

2

R4
(288 − 288R2

+ 96R4
− 16R6

+R8
)](∣X∥∣ −

√
3

2
))

⟨S(t)2∣X⊥⟩ =
1

2
+ e−2t/τf−R

2

(
v(s)

96ℓfω
(s)
q

[1 − cos(ω(s)q t)](96 − 144R2
+ 64R4

− 12R6
+R8

)X⊥ (18)

+
1

192
√
3
[96 − 192R2

+ 120R4
− 16R6

+ 3R8
+ [

ℓfω
(s)
q

2v(s)
]

2

R4
(288 − 288R2

+ 96R4
− 16R6

+R8
)](∣X⊥∣ −

√
3

2
))

Both averages have a linear contribution ∝Xi, and one contribution ∝ ∣Xi∣ with its mean
√
3/2 subtracted. The first

contribution is more sensitive to the choice of v(s) and ω
(s)
q , meaning that it gives the dominant contribution to the

optimal strategy. The corresponding optimal strategies for choosing v
(s)
opt and ω

(s)
opt for different values of the signal

are shown as solid lines in Fig. 4(a–d).
The strategy based on X∥ is to swim only if X∥ is negative, i.e. if the strain decreases in the direction of swimming.

For small Tp, swimming occurs at maximal speed, same as the strategy for v
(s)
opt in Eq. (8). To not overshoot the low-

strain region ahead, the swimming velocity lies below the maximum when optimizing on larger time scales. Angular
swimming is essentially zero, unless the gradient of S2 is large and negative, where a slight angular swimming is
preferred. Due to symmetries, swimming with positive or negative angular velocities give the same performance
(Fig. 4(c) shows the case of positive angular swimming).
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(a)

v
(s
)

o
p
t
τ f
/
ℓ f

Tp

(b)

(c)

ω
(s
)

o
p
t
τ f

X∥

(d)

X⊥

(e)

⟨S
(t
)2
⟩

Tp/τf

X∥
X⊥ (f)

T/τf

Uniform IC
Small Tp

Tp = Tu

Small Tu

FIG. 4. Navigation based on derivatives of squared strain. (a–d) Optimal strategy for choosing (a,b) v(s) and (c,d) ω(s)

based on the signals (a,c) X∥ and (b,d) X⊥ for different prediction horizons Tp (solid lines). Data is obtained by evaluating

the time average of Eqs. (17) and (18) for a discrete set of v(s) and ω
(s)
q , and choosing v

(s)
opt and ω

(s)
opt that gives the smallest

average squared strain. Thick black lines show the small-Tp limit in Eqs. (19) and (20). (e) Same as Fig. 3(b) for the signals
X∥ = n̂ ⋅∇trS2τ2

η ℓf and X⊥ = p̂ ⋅∇trS2τ2
η ℓf , i.e. showing theory (solid lines), results for uniform initial positions (hollow markers)

and by sequential update on time scale Tu = Tp (filled markers). (f) Average squared strain following the strategy that optimizes
the time average Eq. (15) based on Eq. (12) for general values of initial strain and strain gradients against different time scales
T . Solid lines show results for Gaussian distributed initial flow components with prediction horizon Tp = T . Hollow markers
and filled markers with Tp = Tu = T same as in panel (e). Also shown are results with small Tp (Tp = 0.01τf , Tu = T ) and small

Tu (Tu = 0.01τf , Tp = T ). Parameters v
(s)
maxτf/ℓf = 1, ω(s)maxτf = 5, λ = 1, and Ku = 0.1.

The strategy based on X⊥ is to always swim, and to rotate in the opposite direction of the sign of X⊥. This is the

same as the strategy for ω
(s)
q,opt(t) in Eq. (8). As found in Ref. [35], this turns the swimmer towards the direction

where strain decreases the most, akin to gradient descent with a delay. The magnitude of the optimal rotational

swimming lies somewhat below ω
(s)
max for large X⊥ to avoid overshooting the optimal orientation. For small ∣X⊥∣, the

optimal magnitude of v(s) is smaller than its maximal value. In this limit, there is a competition between the two
contributions in Eq. (18), where the second contribution dominates when X⊥ = 0. The strategy optimizing the second

contribution turns out to be to swim if ∣X⊥∣ >
√
3/2 and not swim otherwise, explaining why v

(s)
opt approaches zero for

small X⊥.

In the limit of small prediction times, the optimal strategies simplifies to

v
(s)
opt(X∥) = {

v
(s)
max if X∥ < 0
0 otherwise

and ω
(s)
opt(X∥) = 0 . (19)

v
(s)
opt(X⊥) =

⎧⎪⎪
⎨
⎪⎪⎩

√

3
4

∣X⊥∣
√

3/2−∣X⊥∣
ℓfω

(s)
max if 0 ≤

√

3
4

∣X⊥∣
√

3/2−∣X⊥∣
ℓfω

(s)
max < v

(s)
max

v
(s)
max otherwise

, and ω
(s)
opt(X⊥) = {

ω
(s)
max if X⊥ < 0

−ω
(s)
max otherwise

. (20)

These are shown as thick black lines in Fig. 4(a–d). They agree well with the optimal strategy for Tp = 0.1τf (red
curves). The small adjustments from these strategies observed for larger Tp in Fig. 4(a–d) improves the predicted
performance, but only by a few percent.

Fig. 4(e) shows the performance of the optimal strategies for the signals X∥ and X⊥. Solid lines are obtained
by averaging Eqs. (17), and (18) over time and over Gaussian distributed flow components. Hollow markers show
corresponding simulation results. We observe good agreement. For the case where S(t)2 is sampled continuously
(filled markers), preferential sampling improves the performance for the signal X∥ and even more so for X⊥, resulting
in a lower average squared strain if Tp < τη. Fig 4(f) shows the corresponding results for the optimal strategy obtained
by averaging Eq. (12) where all components of S0 and ∇S0 are used as signals. When averaged over Gaussian
distributed initial conditions, the performance is slightly better than for X∥ or X⊥ individually (solid lines, hollow
markers). Fig 4(f) also shows results for a short-sighted prediction horizon, Tp = 0.01τf , with variable update times
Tu. As expected, the strategy performs well for small Tu, while for larger Tu, it is worse than strategies based on
longer prediction horizons. Using a short update time Tu = 0.01τf with a large prediction time, on the other hand,
significantly improves the performance, with a high efficiency around Tp = τf .
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FIG. 5. Distribution of S2 in the statistical model for swimmers following Eq. (7) with different swimming speeds and
thresholds. Different colors correspond to the different swimming speeds Φ with threshold σ2

c = 0.25. For the case of Φ = 10
(green curves), results for additional thresholds σ2

c = 0, 0.25, 0.5, and 0.75 are shown. The distribution for tracer particles is
shown as black dashed. Same parameters as in Fig. 2(a)

V. DISCUSSION

A. Strategies based on squared strain

The analysis in Section IVB shows that the strategy in Eq. (7) is optimal for any prediction horizon. This, however,
contradicts that the results from reinforcement learning are better, Fig. 2(a). The strategy in Eq. (7) is to swim if the
initial strain lies above the strain σ2

c = 1/2 of tracer particles. Thus, if the initial strain is above the expected strain, it
is beneficial to swim to decorrelate from the initial strain as quickly as possible. The strategy in Table I is essentially
the same, but with a lower threshold σ2

c for swimming. The difference can be understood by examination of the
distribution of squared strain S2, shown in Fig. 5. It shows the distribution for cruising swimmers in the statistical
model following Eq. (7) with Φ = 10 and different thresholds σ2

c (green). When following this strategy with σ2
c = 1/2,

one obtains a distribution (green dash-dotted line) that is significantly biased towards lower strain compared to the

distribution of tracer particles (8). A better strategy is therefore to instead swim above a threshold given by the
average strain obtained from this preferentially sampled distribution. However, since this new strategy is expected to
further bias the sampled distribution towards lower strain, it could further reduce the value of the optimal threshold.
This is a self-consistency problem, by reducing the threshold, the preferentially sampled average is reduced, which
in turn suggests a lower threshold. This process can be continued until the preferentially sampled average no longer
reduces, which happens when the preferentially sampled strain is equal to the threshold, ⟨S(t)2⟩ = σ2

c . Reinforcement
learning successfully solves this self-consistency problem by finding a solution on the form in Eq. (7) with an optimal
threshold σ2

c adjusted for preferential sampling. The threshold σ2
c = 0.25 lies close to the optimal threshold in Table. I,

and is plotted as solid green. The distribution is strongly skewed, with a high peak below the threshold, and low
probability for strain larger than the threshold. Decreasing the threshold further is counterproductive, leading to a
distribution with larger average S2. As the threshold approaches zero, the distribution lies very close to that of tracer
particles.

The bias in the distribution towards lower strain discussed above is the same mechanism explaining why the solid
markers in Fig. 3(b) for small Tp takes smaller values than the hollow markers. We remark that the results in Fig. 3(b)

were evaluated using small Ku for v
(s)
maxτf/ℓf = 1. Replacing the time scale τf → τη in this relation gives Φ ≈ 2, allowing

for comparison to Fig. 2(a), where Φ = 2 gives ⟨S(t)2⟩ ∼ 0.42, of the same order as the value in Fig. 2(a).

The performance of jumping swimmers in Fig. 2(a) is better than cruising ones for the same average swimming
speed. The reason is that the velocity is unevenly distributed during jumps, allowing the jumping swimmer to quickly
exit local regions of high strain. This can be explicitly seen by evaluating the predicted squared strain in Eq. (16)
along jumping trajectories, giving much quicker decay from the initial strain compared to swimming, explaining why
jumping is more efficient.
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B. Strategies based on squared strain and its derivatives

The analysis in Section IVC explains that the gradients of squared strain, X∥ and X⊥, are of prime importance for
avoiding high-strain regions, and the learning works best when the prediction time is of the order of τf . This follows
from Fig. 4(e) which shows that the predicted average strain has a minimum at Tp = τf [see also Fig. 3(b)]. This shows
that the strategies efficiently exploit flow correlations on this time scale. For larger times, the flow decorrelates from
the initial condition, meaning that prediction is no longer possible. The strategies based on X∥ and X⊥ have similar
performance, but X∥ allows better performance for Tp < τf , while X⊥ is better for Tp > τf . These two signals also give
better performance than the optimal strategy based on strain in Fig. 3(b), showing that strain gradients contain more
relevant information for navigation. Comparison to Fig 4(f) shows that including all signals improves the predicted
strain (solid lines). However, when sampled along swimming trajectories, the performance is on the same level, or
slightly worse than the strategy based on X⊥ only. The reason why preferential sampling gives very good performance
for that strategy is that it tends to align the swimmer such that strain is decreasing along the swimmer direction at
the times where the strategy is updated. Thus, when preferential sampling is included, it is advantageous to not only
optimize S2, but also optimize the configuration that is obtained in the next update, allowing for even lower strain
sampled in the long run. It is hard to find such optimal strategies in general, because when preferential sampling
is included, the strategy based on Gaussian flow components in Eq. (12) is no longer exact. Reinforcement learning
takes this into account.

Fig. 4(f) shows that a short update time Tu ≪ τf , leads to an optimum in the performance at a prediction horizon
Tp ∼ τf (blue,⊲). Larger values of Tp leads to worse performance. This behavior is similar to that observed in Ref. [33],
where the navigation performance was evaluated numerically based on a small Tu and with estimates based on different
time horizons. Also there, an optimum was found around the flow time scale. In these cases, the prediction made on
the time scale Tp assumes that the action is kept constant. This neglects the contribution due to update at each Tu,
resulting in a poor prediction and hence strategy at very large Tp. In reinforcement learning by contrast, the update
of the swimming behavior is included in the prediction, meaning that there is no harm to put a long time horizon,
as long as the algorithm converges. We therefore expect that the performance keep increasing, or reach a plateau at
prediction horizons larger than the time scale of the flow.

Using the expansion in Eq. (12), it is straightforward to derive the optimal strategy for additional signal combina-
tions by integrating Eq. (12). For example, we find that one can use signals that are not correlated to the instantaneous
strain, such as ∑i,j,k[∂kS0,ij]

2, to reduce sampling of high-strain regions. Such strategies instead rely on the spatial
correlations with the strain, similar to active alignment of swimmers with the flow velocity in turbulence [58].

VI. CONCLUSIONS

We developed a new analytical approach to find efficient strategies for microswimmers to avoid high-strain regions
in turbulent flows. Starting from a Gaussian distribution of flow components, we analytically derived the true optimal
strategy to minimize the average strain along trajectories of swimmers on an arbitrary time horizon. Using first- and
second-order flow gradients that are attainable of the local frame of a swimmer, we found the optimal strategy for a
number of signal combinations. If only first-order flow gradients are available, the squared strain σ2 is the best signal.
The optimal strategy is to swim in the instantaneous direction when σ2 lies above a threshold σ2

c . The threshold can
be found through reinforcement learning, or by using a self-consistency approach by refining σ2

c until it agrees with
the average ⟨S(t)2⟩ obtained when following the strategy. If in addition, second-order gradients are available, the best
signals are spatial derivatives of squared strain, projected on the directions in the frame of the swimmer. In this case,
the strain signal σ2 does not matter much. The resulting strategies are similar, but not identical, to those obtained
by earlier methods using short-time expansions and reinforcement learning, but there are differences. For example,
Fig. 4(f) shows that the short-time strategy (green,⋆) does not perform as well as the strategy with a finite prediction
horizon Tp (magenta,△) if the update time Tu is not kept small. Another important advantage of the new method
is that it is parameterized in terms of the signals, swimming abilities and prediction time, Eq. (12). This allows to
quickly identify the most important signals and swimming abilities for different purposes.

We optimized the analytical optimal strategy on different time horizons Tp. The results show that it is possible to
exploit flow correlations to reduce the strain levels up to times of the order of the flow time scale τf in the statistical
model. Moreover, if the strategy is used to update the swimming behavior at regular time intervals Tu, the resulting
preferential sampling improves the performance. It is an open question how one can include this active preferential
sampling in the prediction. But at least for small Ku, we expect that approaches similar to those reviewed in Ref. [54]
can resolve this problem.

The found reinforcement-learning strategy offers a perspective regarding the behavioural adaptation of microor-
ganisms in the ocean to different flow conditions. It is shown in Ref. [64] that the threshold triggering the response
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differs in calm and turbulent environments, the simmers tend to be less sensitive to hydrodynamic signals in more
intensive turbulence. The authors argued that this behaviour reduces energy consumption [64]. Our predicted strain
[Eq. (16)] provides an alternative explanation. Given only the magnitude of strain rate, the optimal strategy to avoid
high strain regions is to swim whenever the strain rate is above the average sampled by the swimmers [Eq. (7)]. As
explained above, preferential sampling leads to a self-consistency solution where the threshold agrees with the average
strain. The final level, however, depends on the turbulence intensity and is larger in more intensive turbulence. This
may explain the reduced sensitivity to hydrodynamic disturbance in the presence of intensive turbulence. Second, we
find that the optimal time-horizon is of the order of the characteristic time scale of turbulent fluctuations. This time
scale can be very different in calm and highly turbulent environments, and our results offer a possible reason for the
observed difference in behaviour in these two cases.

We studied the single task of avoiding high-strain regions using flow velocity gradients as signals. This is a simplified
problem, and it is expected that swimmers in nature and in applications may have access to additional signals and
optimize additional goals, once the high-strain regions are avoided. A largely open question is how strain, or other
signals, such as chemical concentrations, light, pressure, or slip velocity due to settling, can be used to solve competing
goals. Recently, such problems have been addressed for microswimmers in turbulent environments using reinforcement
learning [30, 65] and optimal control [34]. It would be interesting to use the analytical method introduced here to
address such problems.

ACKNOWLEDGMENTS

We acknolwedge support from Vetenskapsr̊adet, grant nos. 2018-03974, 2023-03617 (JQ and KG), and 2021-
4452 (BM). KG, BM and JQ acknowledge support from the Knut and Alice Wallenberg Foundation, grant no.
2019.0079. JQ and LZ were supported by the National Natural Science Foundation of China (grant nos. 92252104 and
12388101). Statistical-model simulations were performed on resources provided by the Swedish National Infrastructure
for Computing (SNIC), partially funded by the Swedish Research Council through grant agreement no. 2018-05973.

Appendix A: Flow models

a. DNS of turbulence

Incompressible homogeneous isotropic turbulence is simulated using the same code as in Refs. [29, 35]. A pseudo-
spectral method is used to solve the Navier-Stokes equations

∂u

∂t
+u ⋅∇u = −

1

ρf
∇pf + ν∇

2u + f , with ∇ ⋅u = 0 , (A1)

where pf , ρf and ν are the pressure, density and kinematic viscosity of the fluid, respectively. An external force f is
applied to balance the energy dissipation of turbulence using the method in Ref [66]. Periodic boundary conditions
are applied to all boundaries of a cubic domain.

The turbulence intensity is quantified by the Taylor Reynolds number, Reλ =
√
5/3⟨u2⟩τ2η /η

2, with Kolmogorov

time scale τη and length scale η. The simulations in the present study have Reλ ≈ 60. We use a 963 mesh for the
domain with a size of (2π)3 to resolve the flow field. The smallest resolved scale is η/1.78, which ensures that the finest
turbulent motion is resolved. A statistical model flow field with exponential energy spectrum is used for the initial
field, and Eqs. (A1) are integrated by a second-order Adams-Bashforth scheme with a time step of approximately
0.01τη. After the turbulence is fully developed, swimmers are initialized at random positions, whose trajectories are
calculated by interpolating fluid velocity and its gradients at the position of swimmers using second-order Lagrangian
interpolation.

In the simulations needed for reinforcement learning, we use the entire time-dependent flow to train in a temporally
evolving turbulent environment. This is in contrast to our earlier studies [29, 36], where frozen flow snapshots from
DNS were used during learning.
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b. Statistical model

We use a statistical model for the turbulent velocity fluctuations, writing u(x, t) = ∇ × Ψ(x, t). The vector
potential Ψ has zero mean and a homogeneous, isotropic correlation function on the form [54, 55]

⟨Ψi(x, t)Ψj(x
′, t′)⟩ =

1

d(d − 1)
δiju

2
f ℓ

2
f e
−∣x−x′∣/(2ℓ2f )−∣t−t

′
∣/τf . (A2)

Here d = 2,3 denotes the spatial dimension. In two dimensions, the components Ψ1 and Ψ2 are defined to vanish.
The fluid-velocity field has a single length scale, ℓf , the time scale τf , and the root-mean squared velocity uf = urms.
The model is characterised by the non-dimensional Kubo number, Ku = ufτf/ℓf [56]. For large values of Ku, model
results agree well with DNS results for inertial particles [55] and microswimmers [9, 35, 67] in turbulence. When Ku
is small, relative time scales are different in the model compared to DNS, but the mechanisms underlying the particle
dynamics is often the same [54].

For the model simulations discussed in Section IV, we consider a two-dimensional flow with Ku = 0.1. We use
Gaussian distributed Ψ obtained from a Fourier series with random time-dependent coefficients [54]. The resulting
flow velocities are Gaussian distributed.

In the reinforcement-learning simulations discussed in Section II E, we use a three-dimensional flow with Ku = 10.
To speed up simulations, we obtain the time-dependent flow Ψ(x, t) = ∑

m
m=1Cm(t)Ψm(x) by a superposition of

M = 10 pre-calculated flow snapshots Ψm(x), with m = 1, . . . ,M and independent Gaussian distributed coefficients
Cm following an Ornstein-Uhlenbeck process [35]. For this case, flow components and flow gradients have non-Gaussian
tails for finite M [68].

Appendix B: Reinforcement learning

We use the one-step Q-learning algorithm because it allows to directly read off and interpret the optimal strategy.
This algorithm is based upon a table Q(s, a) which, upon convergence, gives the expected discounted future reward
for each state s and action a. The optimal policy is then to, for each state, choose the action with the largest Q(s, a).
To converge to the optimal policy, Q is updated by

Q(s, a)← Q(s, a) + α[r + γmax
a′

Q(s′, a′) −Q(s, a)], (B1)

each time the state changes during the training. Here a was the action taken in the previous state s, s′ denotes the
new state, a′ is the action with maximal Q in the new state, and r denotes the reward. Moreover, α is the learning
rate, and γ is the discount factor that determines the number of state changes upon which the policy is optimized.
For the jumping swimmer in the DNS, we update the action at constant time intervals Tu = 0.044τη, regardless of

whether the state has changed. This time is slightly longer than the duration of a single jump, allowing the copepod
to swim by making successive jumps. We choose γ = 0.99, leading to a time horizon of optimization of the order
Tu/(1 − γ) ∼ 4τη, much larger than the update time, and somewhat larger than the smallest time scale of the flow.
For the cruising swimmer in the statistical model, we update the action each time a new state is encountered. This
happens at irregular time intervals. However, we choose a larger γ = 0.999, ensuring that simulations are optimized
on a time scale much larger than τη.
The training is carried out with an ϵ-greedy policy, which implies taking random actions with probability ϵ during

training to explore the state space and prevent convergence to suboptimal policies. We decrease ϵ linearly with the
current episode number E, ϵ = ϵ0

Eϵ−E
Eϵ

, until it reaches zero at episode Eϵ. We also reduce the learning rate with the

episode according to α = α0/(1 +E/Eα) with episode scale Eα. The parameters used in the different training cases
are stated in Table. III.
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