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#### Abstract

Considered herein is a class of Boussinesq systems of Bona-Smith type that describe water waves in bounded two-dimensional domains with slip-wall boundary conditions and variable bottom topography. Such boundary conditions are necessary in situations involving water waves in channels, ports, and generally in basins with solid boundaries. We prove that, given appropriate initial conditions, the corresponding initial-boundary value problems have unique solutions locally in time, which is a fundamental property of deterministic mathematical modeling. Moreover, we demonstrate that the systems under consideration adhere to three basic conservation laws for water waves: mass, vorticity, and energy conservation.

The theoretical analysis of these specific Boussinesq systems leads to a conservative mixed finite element formulation. Using explicit, relaxation Runge-Kutta methods for the discretization in time, we devise a fully discrete scheme for the numerical solution of initial-boundary value problems with slip-wall conditions, preserving mass, vorticity, and energy. Finally, we present a series of challenging numerical experiments to assess the applicability of the new numerical model.


## 1. Introduction

The fundamental equations describing nonlinear and dispersive water waves are the inviscid and incompressible Euler equations of fluid mechanics, accompanied by appropriate boundary conditions [49]. Due to the immense difficulty of studying the Euler equations of water wave theory theoretically and numerically, simplified mathematical models have been proposed as alternative systems to describe water waves in various regimes [36]. One such regime of particular interest is the small amplitude long wave regime without surface tension. Examples of small amplitude long water waves include tsunamis, solitary waves, and undular bores. However, the focus has primarily been on one-dimensional unidirectional models with flat bottom topography for the study of traveling waves [49].

Boussinesq's influential work [16, 17] laid the foundations of asymptotic water wave models and the study of unidirectional wave propagation, such as the Korteweg-de Vries (KdV) and Benjamin-BonaMahony (BBM) equations [35, 8], leading to a profound understanding of the dynamics of solitary waves. The need to study practical applications and more complex wave behaviors led to bidirectional water wave models, typically referred to as Boussinesq systems.

One category of asymptotically derived Boussinesq systems for bidirectional wave propagation is the family of the so-called $a b c d$-Boussinesq systems. These systems were originally derived in onedimension with the assumption of horizontal bottom topography [11, 15] and generalized to two dimensions again with flat bottom [12. These systems are notable because they have been asymptotically justified [12, 36. However, not all of them are suitable for studying water wave problems. For instance, the so-called KdV-KdV system does not exhibit classical solitary waves [13, 14, violating physical laws, while other alternatives in this category violate mathematical laws by not adhering to the deterministic law of well-posedness, such as the Kaup-Boussinesq system [2]. Furthermore, none of the systems presented in [12] could be used in bounded domains with slip-wall boundary conditions. For a review of some of the fundamental properties of these systems, we refer to [24].

[^0]In the case of variable bottom topography, several Boussinesq systems have been derived and employed in various applications. Boussinesq systems with variable bottom topography include the Peregrine system [45, a BBM-BBM-type system [39, and Nwogu's system 44]. Although these systems are asymptotically equivalent, only the BBM-BBM-type system of [39] has been proven well-posed in bounded domains with non-slip wall boundary conditions thus far [25]. For the Peregrine and Nwogu systems, results are only available in one dimension with reflective boundary conditions [1, 28, 38]. In addition to the lack of theoretical justification, none of the previously mentioned systems preserve any reasonable form of energy in bounded domains, thus constructing energy-preserving numerical schemes is beyond the scope of these systems. It is noteworthy that all these systems, when reduced to the case of horizontal bottom topography and in one dimension, are included in the family of $a b c d$-Boussinesq systems of [11], and from these systems, only the BBM-BBM system of [39] with flat bottom topography preserves a reasonable form of energy.

A new generalization of the family of $a b c d$-Boussinesq systems of [11, 12] for variable bathymetry in two dimensions was proposed by [32, 31]. By denoting $\mathbf{x}=(x, y) \in \mathbb{R}^{2}, t \geq 0$ as the spatial and temporal independent variables respectively, $D=D(\mathbf{x})$ as the bathymetry measured from the zero surface level, $\eta=\eta(\mathbf{x}, t)$ as the free-surface elevation above the undisturbed zero-level of the water, and $\mathbf{u}=\mathbf{u}(\mathbf{x}, t)$ as the horizontal velocity of the fluid at depth $z_{\theta}=-D+\theta(\eta+D)$ for some $\theta \in[0,1]$, this family of $a b c d$-Boussinesq systems can be expressed in dimensional and unscaled variables as follows:

$$
\begin{align*}
& \eta_{t}+\nabla \cdot[(D+\eta) \mathbf{u}]-\nabla \cdot\left\{a \nabla\left(D^{3} \nabla \cdot \mathbf{u}\right)+b D^{2} \nabla \eta_{t}\right\}=0 \\
& \mathbf{u}_{t}+g \nabla \eta+\frac{1}{2} \nabla|\mathbf{u}|^{2}-\nabla\left\{c g \nabla \cdot\left(D^{2} \nabla \eta\right)+d \nabla \cdot\left(D^{2} \mathbf{u}_{t}\right)\right\}=0 \tag{1}
\end{align*}
$$

where

$$
\begin{equation*}
a=\frac{1}{2}\left(\frac{1}{3}-\theta^{2}\right) \mu, \quad b=\frac{1}{2}\left(\theta^{2}-\frac{1}{3}\right)(1-\mu), \quad c=\frac{1}{2}\left(\theta^{2}-1\right) \nu, \quad d=\frac{1}{2}\left(1-\theta^{2}\right)(1-\nu), \tag{2}
\end{equation*}
$$

for fixed $\mu, \nu \in \mathbb{R}$ and $0 \leq \theta \leq 1$. The parameters $\mu$ and $\nu$ do not have any physical interpretation and are bi-products of the process of the asymptotic derivation while $\theta$ is related with the depth where we compute the horizontal velocity $\mathbf{u}$. In the previous notation, $\nabla$ is the gradient operator with respect to the spatial variable $\mathbf{x}$. These systems can also incorporate moving bottom topography [32], but for the purposes of this work, we assume that the bottom is stationary. Furthermore, these systems preserve the vorticity, and when $b=d>0$, they preserve a reasonable form of energy 31.

In this work, we investigate a specific subset of systems (11). In particular, we study the case $b=d=\frac{3 \theta^{2}-1}{6}>0$ and $c=\frac{3 \theta^{2}-2}{3}>0$ for $\theta^{2} \in(2 / 3,1)$, including the limiting cases $\theta^{2}=2 / 3$ and $\theta^{2}=1$. These systems can be derived from (1)-(2) by setting $\mu=0$ and $\nu=\frac{4-6 \theta^{2}}{3\left(1-\theta^{2}\right)}$. They are of particular interest due to their suitable physical and mathematical properties for analyzing small amplitude long water waves. They are also asymptotically justified [32] compared to the Euler equations, possess classical traveling wave solutions [19, 20, 23, 24, and maintain a reasonable form of total energy. Reducing these systems in one dimension and with a flat bottom topography, they coincide with the Bona-Smith systems of [11, 15], and for this reason, we will refer to them as BonaSmith systems. It is worth mentioning that the limiting case $\theta^{2}=2 / 3$, where $c=0$ and $b=d=1 / 6$, is called BBM-BBM system (or regularized shallow water waves equations) studied in [31, 33]. The limiting case $\theta^{2}=1$ is called classical Bona-Smith system and is analyzed in this work [15].

We concentrate our attention on these Bona-Smith-type systems posed in bounded domain $\Omega$ with slip-wall boundary conditions, where we typically assume that the boundary $\partial \Omega$ of $\Omega$ is sufficient smooth. Such boundary conditions are required to study waves in ports, channels as well as interactions of waves with marine structures. We also assume initial conditions $\eta(\mathbf{x}, 0)=\eta_{0}(\mathbf{x})$ and $\mathbf{u}(\mathbf{x}, 0)=\mathbf{u}_{0}(\mathbf{x})$, where the initial velocity field is irrotational, i.e., $\nabla \times \mathbf{u}_{0}(\mathbf{x})=0$ in $\Omega$. This guarantees the existence of an initial velocity potential $\phi_{0}$ such that $\mathbf{u}_{0}(\mathbf{x})=\nabla \phi_{0}(\mathbf{x})$ in $\Omega$. Note, that irrotationality is an intrinsic component in the derivation of these systems from Euler's equations. After establishing the existence and uniqueness of solutions for these Bona-Smith systems, we introduce an energy-preserving fully
discrete scheme for approximating these solutions. Such numerical methods ensure accurate results in long-time simulations and, in general, are more accurate than non-conservative methods.

Traditionally, Galerkin discretizations applied to problems in bounded domains with slip-wall boundary conditions incorporate Nitsche's method [43]. In the context of the BBM-BBM system with parameters $a=c=0$ and $b=d=1 / 6$, the standard Galerkin finite element method of [33, 31] has been successfully employed alongside with Nitsche's method. However, the application of Nitsche's method for slip-wall boundary conditions presents challenges to energy conservation, necessitating intricate techniques such as solving large nonlinear systems for both the solution and the corresponding Lagrange multipliers.

In contrast, the numerical method proposed in this work operates on a formulation of the BonaSmith systems based on the horizontal velocity potential $\phi$, where $\mathbf{u}=\nabla \phi$. This approach reduces the problem's dimensionality and facilitates a stable numerical discretization that circumvents the need for applying Nitsche's method to handle slip-wall boundary conditions [43]. This numerical method extends the modified Galerkin method and the idea of the discrete Laplacian of [26] and results in a mixed formulation [9] that allows the use of linear elements regardless the presence of a high-order derivative term. The numerical solutions of the proposed method preserve the mass, vorticity and energy functionals. For the discretization we employ a fourth-order explicit relaxation Runge-Kutta method that respects the mass and energy conservation laws.

Importantly, it is worth noting that the proposed numerical method can also be applied to solve the BBM-BBM system described in [33, 31], as it represents a special case of the Bona-Smith systems when $\theta^{2}=2 / 3$.

The structure of this paper is as follows: In Section 2, we establish the existence and uniqueness of solutions to the initial-boundary value problem of the Bona-Smith systems with slip-wall boundary conditions. Additionally, we review its basic properties such as conservation laws, linear dispersion characteristics, and the existence of line solitary waves. In Section 3, we present a conservative modified Galerkin method for the numerical discretization of the aforementioned initial-boundary value problem. We provide details on the choice of initial conditions and present the explicit relaxation Runge-Kutta method that we employ for the discretization in time. We conclude this paper with numerical experiments. In Section 4, after computing experimental convergence rates for some exact solutions, we test the numerical model against standard benchmarks.

## 2. Justification of the mathematical model

We consider the Bona-Smith system of Boussinesq equations, [31, written in the form

$$
\begin{align*}
& \eta_{t}+\nabla \cdot[(D+\eta) \mathbf{u}]-b \nabla \cdot\left\{D^{2} \nabla \eta_{t}\right\}=0, \\
& \mathbf{u}_{t}+g \nabla \eta+\frac{1}{2} \nabla|\mathbf{u}|^{2}-\nabla\left\{c g \nabla \cdot\left(D^{2} \nabla \eta\right)+b \nabla \cdot\left(D^{2} \mathbf{u}_{t}\right)\right\}=0, \tag{3}
\end{align*}
$$

where

$$
\begin{equation*}
b=\frac{3 \theta^{2}-1}{6}>0, \quad c=\frac{3 \theta^{2}-2}{3}>0 \quad \text { and } \quad \frac{2}{3}<\theta^{2} \leq 1 \tag{4}
\end{equation*}
$$

The limiting case where $\theta^{2}=2 / 3$ corresponds to the so-called BBM-BBM system (or regularized shallow-water equations) which has been studied in [31]. Moreover, the Bona-Smith systems (3) can be used to study waves in a bounded domain $\Omega$ where the boundary consists of solid walls with no friction (slip-walls). Slip-walls can be described by the boundary conditions

$$
\begin{equation*}
\nabla \eta \cdot \mathbf{n}=0 \quad \text { and } \quad \mathbf{u} \cdot \mathbf{n}=0 \quad \text { on } \partial \Omega . \tag{5}
\end{equation*}
$$

Note that the solutions of the Euler equations satisfy the same conditions on a slip-wall [32], and therefore such boundary conditions are justified.

In what follows, we will study the initial-boundary value problem comprised the system (3), the boundary conditions (5), and the initial conditions:

$$
\begin{equation*}
\eta(\mathbf{x}, 0)=\eta_{0}(\mathbf{x}) \quad \text { and } \quad \underset{3}{\mathbf{u}(\mathbf{x}, 0)}=\mathbf{u}_{0}(\mathbf{x}) \quad \text { for } \mathbf{x} \in \Omega \tag{6}
\end{equation*}
$$

This serves as a model initial-boundary value problem for studying the propagation of long nonlinear waves of small amplitude in a bounded region.
2.1. Energy conservation and Hamiltonian structure. As demonstrated in [32], the solutions of the initial-boundary value problem (3)-(5) preserve the mass

$$
\begin{equation*}
\mathcal{M}(t ; \eta)=\int_{\Omega} \eta d \mathbf{x} \tag{7}
\end{equation*}
$$

the vorticity

$$
\begin{equation*}
\mathcal{V}(t ; \mathbf{u})=\int_{\Omega} \nabla \times \mathbf{u} d \mathbf{x} \tag{8}
\end{equation*}
$$

and the energy functional

$$
\begin{equation*}
\mathcal{E}(t ; \eta, \mathbf{u})=\frac{1}{2} \int_{\Omega} g \eta^{2}+(D+\eta)|\mathbf{u}|^{2}+c g D^{2}|\nabla \eta|^{2} d \mathbf{x} \tag{9}
\end{equation*}
$$

Note that the integral in (8) is not necessary since the vorticity $\nabla \times \mathbf{u}$ is preserved pointwise. Also, in the case of general bottom topography, the so-called impulse functional is not preserved since the equations are not invariant under horizontal translations - a property that holds true only when the bottom is flat.

Finally, we mention that the system (3) is Hamiltonian: Writing the energy density as

$$
\begin{equation*}
E(\eta, \mathbf{u})=\frac{1}{2}\left(g \eta^{2}+(D+\eta)|\mathbf{u}|^{2}-c g \nabla \cdot\left(D^{2} \nabla \eta\right) \eta\right), \tag{10}
\end{equation*}
$$

then the problem (3) has the Hamiltonian structure:

$$
\begin{equation*}
\mathbf{w}_{t}=\mathbf{J} \mathcal{D E}(\mathbf{w}) \tag{11}
\end{equation*}
$$

where $\mathbf{w}=(\eta, \mathbf{u})^{T}, \mathcal{D}$ denotes the variational derivative, and $\mathbf{J}$ is the skew-adjoint operator

$$
\mathbf{J}=\left(\begin{array}{cc}
0 & {\left[I-b \nabla \cdot\left(D^{2} \nabla \bullet\right)\right]^{-1} \nabla \cdot} \\
{\left[I-b \nabla \cdot\left(D^{2} \nabla \bullet\right)\right]^{-1} \nabla} & 0
\end{array}\right)
$$

2.2. Existence. Here we establish the existence and uniqueness of solutions to the initial-boundary value problem (3), (5), (6).

Under the irrotationality assumption $\nabla \times \mathbf{u}_{0}(\mathbf{x})=0$ of the initial velocity field and the fact that the velocity $\mathbf{u}$ of the system (3) satisfies $\nabla \times \mathbf{u}(\mathbf{x}, t)=\nabla \times \mathbf{u}(\mathbf{x}, 0)$ for all $t \geq 0$, there is a velocity potential $\phi(\mathbf{x}, t)$ such that $\mathbf{u}=\nabla \phi$. The corresponding initial-boundary value problem for the velocity potential can be written as:

$$
\begin{align*}
& \eta_{t}+\nabla \cdot[(D+\eta) \nabla \phi]-b \nabla \cdot\left\{D^{2} \nabla \eta_{t}\right\}=0, \\
& \phi_{t}+g \eta+\frac{1}{2}|\nabla \phi|^{2}-c g \nabla \cdot\left(D^{2} \nabla \eta\right)-b \nabla \cdot\left(D^{2} \nabla \phi_{t}\right)=0, \quad \text { in } \Omega,  \tag{12}\\
& \eta(\mathbf{x}, 0)=\eta_{0}(\mathbf{x}) \quad \text { and } \quad \phi(\mathbf{x}, 0)=\phi_{0}(\mathbf{x}), \\
& \nabla \eta \cdot \mathbf{n}=0 \quad \text { and } \quad \nabla \phi \cdot \mathbf{n}=0 \quad \text { on } \partial \Omega .
\end{align*}
$$

Note that if $(\eta, \phi)$ is a solution of the problem (12), then $(\eta, \mathbf{u})=(\eta, \nabla \phi)$ is a solution of the problem (3), (5) with initial conditions $\eta(\mathbf{x}, 0)=\eta_{0}(\mathbf{x})$ and $\mathbf{u}(\mathbf{x}, 0)=\mathbf{u}_{0}(\mathbf{x})=\nabla \phi_{0}(\mathbf{x})$. Thus, we first establish the existence of solutions to (121).

For simplicity of the notation we assume $g=1$. Moreover, for functions $u$, $v$, we will write $u \lesssim v$ if and only if $u \leq C v$ for some constant $C>0$. We will denote by $W^{k, p}=W^{k, p}(\Omega)$ the usual Sobolev space with $k$-times weakly differentiable functions in $\Omega$, and its corresponding norm $\|\cdot\|_{k, p}$. In the case $p=2$, we will denote by $H^{k}$ the spaces $W^{k, 2}$ and the corresponding norms by $\|\cdot\|_{k}$. The index $k$ will be omitted when $k=0$ and $p=2$, i.e., when $H^{0}=L^{2}$.

For the analysis of this work, we assume that the depth function $D(\mathbf{x}) \in W^{2, \infty}$, and that there are $D_{m}, D_{M}, D_{m}^{\prime}$ and $D_{M}^{\prime}$ such that

$$
\begin{equation*}
0<D_{m} \leq D(\mathbf{x}) \leq D_{M} \quad \text { and } \quad 0<D_{m}^{\prime} \leq|\nabla D(\mathbf{x})| \leq D_{M}^{\prime} \quad \text { for all } \mathbf{x} \in \Omega \tag{13}
\end{equation*}
$$

Moreover, we assume that the domain $\Omega$ is of class $\mathcal{C}^{1,1}$ or smoother.
We define the bilinear forms $A: H^{1} \times H^{1} \rightarrow \mathbb{R}$ and $B: H^{1} \times H^{1} \rightarrow \mathbb{R}$

$$
\begin{equation*}
A_{d}(u, v)=(u, v)+d(D \nabla u, D \nabla v) \quad \text { and } \quad B_{d}(u, v)=(D u, D v)+d\left(D^{2} \nabla u, D^{2} \nabla v\right) \tag{14}
\end{equation*}
$$

where $d>0$, and

$$
(u, v)=\int_{\Omega} u v d \mathbf{x}
$$

the usual $L^{2}$ inner product. Because of the condition (13), these two bilinear forms are coercive and continuous.

We define the weak solution of (12) to be any solution $(\eta, \phi) \in H^{2} \times H^{2}$ that satisfies the problem

$$
\begin{align*}
& A_{b}\left(\eta_{t}, w\right)-((D+\eta) \nabla \phi, \nabla w)=0 \quad \text { for all } w \in H^{2} \\
& B_{b}\left(\phi_{t}, v\right)+B_{c}(\eta, v)+\frac{1}{2}\left(D^{2}|\nabla \phi|^{2}, v\right)=0 \quad \text { for all } v \in H^{2},  \tag{15}\\
& \eta(\mathbf{x}, 0)=\eta_{0}(\mathbf{x}) \quad \text { and } \quad \phi(\mathbf{x}, 0)=\phi_{0}(\mathbf{x}) .
\end{align*}
$$

Proposition 2.1. If $\left(\eta_{0}, \phi_{0}\right) \in H^{2} \times H^{2}$, then there is a time $T>0$ such that the problem (15) has a unique weak solution $(\eta, \phi) \in C^{1}\left([0, T] ; H^{2} \times H^{2}\right)$.
Proof. We define the mapping $f: L^{2} \rightarrow H^{1}$ such that for $u \in L^{2}$

$$
\begin{equation*}
A_{b}(f[u], w)=(u, \nabla w) \quad \text { for all } w \in H^{1} . \tag{16}
\end{equation*}
$$

Taking $w=f[u]$ we see that $\|f[u]\|_{1} \lesssim\|u\|$. Moreover, from the theory of elliptic problems, we have that if $u \in H^{1}$, then $f[u] \in H^{2}$ and $\|f[u]\|_{2} \lesssim\|u\|_{1}$, [18].

Additionally, we define the mappings $s: L^{2} \rightarrow H^{1}$ and $z: H^{1} \rightarrow H^{1}$ such that for $u \in L^{2}$ and $v \in H^{1}$

$$
\begin{equation*}
B_{b}(s[u], w)=-\frac{1}{2}(u, w) \quad \text { and } \quad B_{b}(z[v], w)=-B_{c}(v, w) \quad \text { for all } w \in H^{1}, \tag{17}
\end{equation*}
$$

For $u \in L^{2}$ we have from the theory of elliptic equations that $\|s[u]\|_{2} \lesssim\|u\|$. For $v \in H^{2}$ we have $\|z[v]\|_{2} \lesssim\|v\|_{2}$.

Using these mappings, we rewrite the system (15) as a system of ordinary differential equations

$$
\begin{equation*}
\mathbf{v}_{t}=\mathbf{F}(\mathbf{v}) \tag{18}
\end{equation*}
$$

where $\mathbf{v}=(\eta, \phi)^{T}$ and $\mathbf{F}: H^{2} \times H^{2} \rightarrow H^{2} \times H^{2}$ such that

$$
\begin{equation*}
\mathbf{F}(\mathbf{v})=\left(f[(D+\eta) \nabla \phi], z[\eta]+s\left[D^{2}|\nabla \phi|^{2}\right]\right)^{T} . \tag{19}
\end{equation*}
$$

Note that we assumed that $\phi, \eta \in H^{2}$ and $D \in W^{2, \infty}$. Thus, by Grisvard's lemma [6, 30, 29], we have that $(D+\eta) \nabla \phi \in H^{1}$ and $D^{2}|\nabla \phi|^{2} \in L^{2}$. Thus, $\mathbf{F}$ is well-defined. Furthermore, $\mathbf{F} \in$ $C^{1}\left(H^{2} \times H^{2}, H^{2} \times H^{2}\right)$ with derivative

$$
\begin{equation*}
\mathbf{F}^{\prime}\left[\eta^{*}, \phi^{*}\right](\eta, \phi)=\left(f\left[\left(D+\eta^{*}\right) \nabla \phi+\eta \nabla \phi^{*}\right], z[\eta]+s\left[2 D^{2} \nabla \phi^{*} \nabla \phi\right]\right)^{T}, \tag{20}
\end{equation*}
$$

and

$$
\begin{aligned}
\left\|\mathbf{F}^{\prime}\left[\eta^{*}, \phi^{*}\right](\eta, \phi)\right\|_{2}^{2} & =\left\|f\left[\left(D+\eta^{*}\right) \nabla \phi+\eta \nabla \phi^{*}\right]\right\|_{2}^{2}+\left\|z[\eta]+s\left[2 D^{2} \nabla \phi^{*} \nabla \phi\right]\right\|_{2}^{2} \\
& \lesssim\|D \nabla \phi\|_{1}^{2}+\left\|\eta^{*} \nabla \phi\right\|_{1}^{2}+\left\|\eta \nabla \phi^{*}\right\|_{1}^{2}+\|\eta\|_{2}^{2}+\left\|D^{2} \nabla \phi^{*} \nabla \phi\right\|^{2} \\
& \leq C\left(\eta^{*}, \phi^{*}\right)\left(\|\eta\|_{2}^{2}+\|\phi\|_{2}^{2}\right) .
\end{aligned}
$$

From the theory of ordinary differential equations in Banach spaces, we conclude that there is a unique solution $\mathbf{v} \in H^{2} \times H^{2}$ of the problem (15).

An immediate consequence of the last result is the following:
Corollary 2.1. There is $T>0$ such that the initial-boundary value problem (3)-(66) of the BonaSmith system with $u_{0}(\mathbf{x})=\nabla \phi_{0}(\mathbf{x})$ has a solution $(\eta, \mathbf{u})=(\eta, \nabla \phi) \in C^{1}\left([0, T] ; H^{2} \times \mathbf{H}^{1}\right)$, where $\mathbf{H}^{1}=H^{1} \times H^{1}$ and $\phi_{0}(\mathbf{x})=\phi(x, 0)$.
2.3. Uniqueness. It remains to show that the solution is unique, and this is the focus of the following theorem.
Theorem 2.1. Let $\left(\eta_{0}, \mathbf{u}_{0}\right) \in H^{2} \times H^{1}$ such that $\mathbf{u}_{0}=\nabla \phi_{0}$ for some $\phi_{0} \in H^{2}$. Then, there is a $T>0$ such that the initial-boundary value problem (3)-(6) of the Bona-Smith system has a unique solution $(\eta, \mathbf{u})=(\eta, \nabla \phi) \in C^{1}\left([0, T] ; H^{2} \times \mathbf{H}^{1}\right)$ where $\phi_{0}(\mathbf{x})=\phi(\mathbf{x}, 0)$.
Proof. The existence of $\mathbf{u}$ was established in Corollary 2.1. To prove the uniqueness of $\mathbf{u}$ we use contradiction. We assume that there are two solutions $\left(\eta_{1}, \mathbf{u}_{1}\right)$ and $\left(\eta_{2}, \mathbf{u}_{2}\right)$ satisfying the initialboundary value problem (3)-(6). We define $H=\eta_{1}-\eta_{2}$ and $\mathbf{U}=\mathbf{u}_{1}-\mathbf{u}_{2}$. We also define for $v \in H^{2}$ and $\mathbf{v} \in \mathbf{H}^{1}$ the norms

$$
\|v\|_{2}^{2}=\|v\|^{2}+(b+c)\|D \nabla v\|^{2}+b c\left\|\nabla \cdot\left\{D^{2} \nabla v\right\}\right\|^{2},
$$

and

$$
\|\mathbf{v}\|_{1}^{2}=\|D \mathbf{v}\|^{2}+b\left\|\nabla \cdot\left(D^{2} \mathbf{v}\right)\right\|^{2} .
$$

It is easy to see that the two norms $\left\|\|\cdot\|_{2}\right.$ and $\| \mid \cdot \|_{1}$ are equivalent to the corresponding classical norms $\|\cdot\|_{2}$ and $\|\cdot\|_{1}$ due to the assumptions on bottom topography (13). Subtracting the corresponding systems (3) for the two solutions $\left(\eta_{1}, \mathbf{u}_{1}\right)$ and $\left(\eta_{2}, \mathbf{u}_{2}\right)$ we obtain

$$
\begin{align*}
& H_{t}+\nabla \cdot(D \mathbf{U})+\nabla \cdot\left(H \mathbf{u}_{1}+\eta_{2} \mathbf{U}\right)-b \nabla \cdot\left\{D^{2} \nabla H_{t}\right\}=0  \tag{21}\\
& \mathbf{U}_{t}+\nabla H+\frac{1}{2} \nabla\left[\mathbf{U} \cdot\left(\mathbf{u}_{1}+\mathbf{u}_{2}\right)\right]-c \nabla \nabla \cdot\left(D^{2} \nabla H\right)-b \nabla \nabla \cdot\left(D^{2} \mathbf{U}_{t}\right)=0 \tag{22}
\end{align*}
$$

Multiplying (21) by $H-c \nabla \cdot\left\{D^{2} \nabla H\right\}$ and integrating over $\Omega$, we obtain

$$
\begin{aligned}
\frac{1}{2} \frac{d}{d t}\|H\|_{2}^{2} & =\int_{\Omega} \mathbf{U} \cdot D \nabla H+c \nabla \cdot(D \mathbf{U}) \nabla \cdot\left\{D^{2} \nabla H\right\}-\nabla \cdot\left(H \mathbf{u}_{1}+\eta_{2} \mathbf{U}\right)\left(H-c \nabla \cdot\left\{D^{2} \nabla H\right\}\right) d \mathbf{x} \\
& \lesssim\|\mathbf{U}\|\|D \nabla H\|+\|\nabla \cdot(D \mathbf{U})\|\|H\|_{2}+\left(\left\|\nabla \cdot\left(H \mathbf{u}_{1}\right)\right\|+\left\|\nabla \cdot\left(\eta_{2} \mathbf{U}\right)\right\|\right)\|H\|_{2} \\
& \lesssim\|\mathbf{U}\|_{1}\|H\|_{2}+\left(\| \| H\left\|_{2}+\right\| \mathbf{U} \|_{1}\right)\|H\|_{2} \\
& \lesssim\|\mathbf{U}\|_{1}^{2}+\|H\|_{2}^{2}
\end{aligned}
$$

where we made use of Grisvard's lemma [30, 29] and the bounds (13) of the bottom topography. Similarly, multiplying equation (22) by $D^{2} \mathbf{U}$ and integrating, we obtain

$$
\begin{aligned}
\frac{1}{2} \frac{d}{d t}\|\mathbf{U}\|_{1}^{2} & =\int_{\Omega}-\nabla H \cdot\left(D^{2} \mathbf{U}\right)+\frac{1}{2} \mathbf{U} \cdot\left(\mathbf{u}_{1}+\mathbf{u}_{1}\right) \nabla \cdot\left(D^{2} \mathbf{U}\right)-c \nabla \cdot\left(D^{2} \nabla H\right) \nabla \cdot\left(D^{2} \mathbf{U}\right) d \mathbf{x} \\
& \lesssim\|H\|_{1}\|\mathbf{U}\|+\|\mathbf{U}\|\left\|D^{2} \mathbf{U}\right\|+\left\|\nabla \cdot\left(D^{2} \nabla H\right)\right\|\left\|\nabla \cdot\left(D^{2} \mathbf{U}\right)\right\| \\
& \lesssim\|H\|_{2}\|\mathbf{U}\|_{1}+\|\mathbf{U}\|_{1}^{2}+\|H\|_{2}\|\mathbf{U}\|_{1} \\
& \lesssim\|\mathbf{U}\|_{1}^{2}+\|H\|_{2}^{2} .
\end{aligned}
$$

Adding the last two inequalities, yields

$$
\frac{d}{d t}\left[\|H\|_{2}^{2}+\|\mathbf{U}\|_{1}^{2}\right] \lesssim\left\|\|H\|_{2}^{2}+\right\| \mathbf{U} \|_{1}^{2}
$$

Gronwall's inequality yields that $H \equiv 0$ and $\mathbf{U} \equiv \mathbf{0}$, which completes the proof.
2.4. Equivalence between velocity field and potential formulations. Problems (3) and (12) are practically equivalent. Suppose that we have a solution $(\eta, \mathbf{u}=\nabla \phi)$ of problem (3) and $\phi_{0}(\mathbf{x})=\phi(\mathbf{x}, 0)$. The velocity potential of problem (3) is not unique, in the sense that any function $\phi(\mathbf{x}, t)+C$ is also a velocity potential of $\mathbf{u}$. However, fixing the constant $C$, the existence and uniqueness of solutions of (12) have been established in Theorem (2.1) and the maximal time $T>0$ of the solutions of (3) it will coincide with that of (12).

Additionally, the solutions to problem (12) satisfy the energy conservation

$$
\begin{equation*}
\frac{1}{2} \frac{d}{d t} \int_{\Omega}\left[g \eta^{2}+(D+\eta)|\nabla \phi|^{2}+c g D^{2}|\nabla \eta|^{2}\right] d \mathbf{x}=0 . \tag{23}
\end{equation*}
$$

This conservation law coincides with the conservation of energy (9) of the original Bona-Smith system. To derive it from (12), we first express system (12) as:

$$
\begin{equation*}
\eta_{t}+\nabla \cdot R=0, \quad \phi_{t}+Q=0 \tag{24}
\end{equation*}
$$

where $R=(D+\eta) \nabla \phi-b D^{2} \nabla \eta_{t}$ and $Q=g \eta+\frac{1}{2}|\nabla \phi|^{2}-c g \nabla \cdot\left(D^{2} \nabla \eta\right)-b \nabla \cdot\left(D^{2} \nabla \phi_{t}\right)$. Then, we multiply the first equation of (24) with $Q$ and the second with $-\nabla \cdot R$. Equation (23) follows after integrating over the domain $\Omega$, applying Green's theorem appropriately and simplifying.

These observations and the fact that the solution $(\eta, \phi)$ of the initial-boundary value problem (12) with initial data $\nabla \phi(\mathbf{x}, 0)=\mathbf{u}(\mathbf{x}, 0)$ formulates the solution $(\eta, \mathbf{u}=\nabla \phi)$ of the corresponding problem (3)-(5) suggests a numerical method that does not require the application of Nitsche's method [43] for approximating slip-wall boundary conditions [33]. Specifically, we will consider a modified Galerkin / finite element method extending the method proposed in [26] to preserve the mass, vorticity and total energy of problem (3)-(5) by solving the corresponding problem (12) with non-essential Neumann boundary conditions.

It should be noted that the velocity potential formulation is applicable to other systems within the general class (1)-(4), including Peregrine's system. This approach has been previously applied in [50, 48] to systems similar to Peregrine's system using finite difference methods. However, as previously mentioned, solutions to Peregrine's system do not conserve total energy, which gives the current study an advantage.

Remark 2.1. The analysis from the previous sections can be applied to the limiting case of the BBM$B B M$ system with $\theta^{2}=2 / 3$ and $c=0$. The primary difference is that, due to the absence of the third derivative term in the system, a unique solution $(\eta, \mathbf{u}) \in H^{1} \times \mathbf{H}^{1}$ is guaranteed, as demonstrated in [31. It is worth mentioning that the increased regularity of the solutions of the Bona-Smith system with $c>0$ in domain with smooth boundary implies that the solution at the boundary will belong to $H^{1+\frac{1}{2}}(\partial \Omega)$, [29].
2.5. Line solitary waves. Line solitary waves are traveling wave solutions that propagate in one direction, denoted by $\boldsymbol{\alpha}$, along which they vary and exhibit symmetry, while remaining constant in the transverse direction $\boldsymbol{\alpha}^{\perp}$. Typically, $\boldsymbol{\alpha}$ represents the direction of a channel through which the solitary wave is propagating and in which it vanishes at large distances from the wave's peak. It is established that when the bottom is flat, with depth $D=D_{0}$, the Bona-Smith systems have possess solitary waves [19, 20] as traveling wave solutions. Specifically, for any speed $c_{s}>\sqrt{g D_{0}}$, there exists a unique solitary wave traveling at that particular speed [24, 23]. Moreover, these waves have been experimentally tested and are reportedly stable under both small and large perturbations [22].

Assume that the domain $\Omega$ is the whole $\mathbb{R}^{2}$ or a very long channel in the direction $\boldsymbol{\alpha}=\left(\alpha_{x}, \alpha_{y}\right)^{T}$ with $|\boldsymbol{\alpha}|=1$ and that the bottom is flat with $D(\mathbf{x})=D_{0}$. Traveling wave solutions propagating along the direction of $\boldsymbol{\alpha}$ with constant speed $c_{s}>\sqrt{g D_{0}}$ can be expressed as functions of the form

$$
\begin{equation*}
\eta(\mathbf{x}, t)=\eta(\boldsymbol{\xi}), \quad \mathbf{u}(\mathbf{x}, t)=\mathbf{u}(\boldsymbol{\xi}) \tag{25}
\end{equation*}
$$

where $\boldsymbol{\xi}=(\xi, \zeta)$ with $\xi=\boldsymbol{\alpha} \cdot \mathbf{x}-c_{s} t$ and $\zeta=\boldsymbol{\alpha}^{\perp} \cdot \mathbf{x}$. Here, $\boldsymbol{\alpha}^{\perp}=\left(\alpha_{y},-\alpha_{x}\right)^{T}$.
Substituting the ansatz (25) into the Bona-Smith system (3), we obtain the partial differential equations

$$
\begin{align*}
& -c_{s} \eta_{\xi}+\nabla_{\xi \zeta} \cdot\left[\left(D_{0}+\eta\right) \mathbf{A u}\right]+c_{s} b D_{0}^{2} \Delta_{\xi \zeta} \eta_{\xi}=0, \\
& -c_{s} \mathbf{u}_{\xi}+g \mathbf{A} \nabla_{\xi \zeta} \eta+\frac{1}{2} \mathbf{A} \nabla_{\xi \zeta}|\mathbf{u}|^{2}-c g D_{0}^{2} \mathbf{A} \nabla_{\xi \zeta} \Delta_{\xi \zeta} \eta+c_{s} b D_{0}^{2} \mathbf{A} \nabla_{\xi \zeta}\left(\nabla_{\xi \zeta} \cdot \mathbf{A} \mathbf{u}_{\xi}\right)=0, \tag{26}
\end{align*}
$$

where

$$
\mathbf{A}=\left(\begin{array}{cc}
\alpha_{x} & \alpha_{y} \\
\alpha_{y} & -\alpha_{x}
\end{array}\right)
$$

$\nabla_{\xi \zeta}=\left(\partial_{\xi}, \partial_{\zeta}\right)^{T}$ and $\Delta_{\xi \zeta}=\nabla_{\xi \zeta} \cdot \nabla_{\xi \zeta}$. Multiplying the second equation of (26) by $\mathbf{A}$, setting $\mathbf{w}=$ $(w, \tilde{w})^{T}=\mathbf{A u}$, and using the fact $\mathbf{A}^{2}=\mathbf{I}$, then system (26) is simplified to

$$
\begin{align*}
& -c_{s} \eta_{\xi}+\nabla_{\xi \zeta} \cdot\left[\left(D_{0}+\eta\right) \mathbf{w}\right]+c_{s} b D_{0}^{2} \Delta_{\xi \zeta} \eta_{\xi}=0, \\
& -c_{s} \mathbf{w}_{\xi}+g \nabla_{\xi \zeta} \eta+\frac{1}{2} \nabla_{\xi \zeta}|\mathbf{w}|^{2}-c g D_{0}^{2} \nabla_{\xi \zeta} \Delta_{\xi \zeta} \eta+c_{s} b D_{0}^{2} \nabla_{\xi \zeta}\left(\nabla_{\xi \zeta} \cdot \mathbf{w}_{\xi}\right)=0 . \tag{27}
\end{align*}
$$

Since we are searching for line solitary waves, we assume that the solution $\mathbf{u}$ is constant along the direction of $\boldsymbol{\alpha}^{\perp}$. Thus, $\partial_{\zeta} \eta=\partial_{\zeta} w=\partial_{\zeta} \tilde{w}=0$. Integrating equations (27) with respect to $\xi$ and assuming that $\lim _{|\xi| \rightarrow \infty} w=0$, yields the differential equations

$$
\begin{align*}
-c_{s} \eta+\left(D_{0}+\eta\right) w+c_{s} b D_{0}^{2} \Delta_{\xi \zeta} \eta & =0, \\
-c_{s} w+g \eta+\frac{1}{2} w^{2}-c g D_{0}^{2} \Delta_{\xi \zeta} \eta+c_{s} b D_{0}^{2} w_{\xi \xi} & =0,  \tag{28}\\
\tilde{w} & =0 .
\end{align*}
$$

This particular system has been analyzed in [19, 20] and has classical, line solitary waves as traveling wave solutions. In the case where $w=B \eta$, one can find for each value of $\theta^{2} \in(1 / 3,1)$ an explicit solution for a solitary wave [20], namely

$$
\begin{equation*}
\eta(\boldsymbol{\xi})=A \operatorname{sech}^{2}\left(\lambda\left(\xi+\xi_{0}\right)\right), \quad w(\boldsymbol{\xi})=B \eta(\boldsymbol{\xi}), \quad \tilde{w}(\boldsymbol{\xi})=0 \tag{29}
\end{equation*}
$$

where

$$
\begin{equation*}
A=3 \frac{g-D_{0} B^{2}}{B^{2}}, \lambda=\frac{1}{2} \sqrt{\frac{2\left(g-D_{0} B^{2}\right)}{b D_{0}^{2}\left(2 g-D_{0} B^{2}\right)}}, c_{s}=\frac{4 \sqrt{g D_{0}}\left(\theta^{2}-\frac{2}{3}\right)}{\sqrt{2\left(\theta^{2}-\frac{1}{3}\right)\left(1-\theta^{2}\right)}}, B=\sqrt{\frac{2 g}{D_{0}} \cdot \frac{1-\theta^{2}}{\theta^{2}-\frac{1}{3}}} . \tag{30}
\end{equation*}
$$

Returning to the original variables, for $1 / 3<\theta^{2}<1$, the solitary wave formulas become

$$
\begin{equation*}
\eta(\boldsymbol{\xi})=A \operatorname{sech}^{2}\left(\lambda\left(\boldsymbol{\alpha} \cdot \mathbf{x}-c_{s} t\right)\right), \quad \mathbf{u}(\boldsymbol{\xi})=\boldsymbol{\alpha} B \eta(\boldsymbol{\xi}), \tag{31}
\end{equation*}
$$

where

$$
\begin{array}{lr}
A=\frac{9 D_{0}}{2} \cdot \frac{\theta^{2}-7 / 9}{1-\theta^{2}}, \quad \lambda=\frac{1}{2} \sqrt{\frac{3\left(\theta^{2}-7 / 9\right)}{D_{0}\left(\theta^{2}-2 / 3\right)\left(\theta^{2}-1 / 3\right)}}, \\
c_{s}=\frac{4 \sqrt{g D_{0}}\left(\theta^{2}-\frac{2}{3}\right)}{\sqrt{2\left(\theta^{2}-\frac{1}{3}\right)\left(1-\theta^{2}\right)}}, & B=\sqrt{\frac{2 g}{D_{0}} \cdot \frac{1-\theta^{2}}{\theta^{2}-\frac{1}{3}}} . \tag{32}
\end{array}
$$

Note that these formulas correspond to a unique solitary wave for each $1 / 3<\theta^{2}<1$. Moreover, Bona-Smith systems have also cnoidal wave solutions as periodic traveling waves with similar formulas [3]. These analytical solutions are useful for testing purposes. However, when other solitary waves are involved in applications, we resort to numerical methods for solving system (28). Such numerical methods can be Galerkin or pseudospectral methods accompanied by Newton's or Petviashvili's method. The Petviashvili method is a modified fixed-point method especially used for the computation of traveling waves [46]. The Petviashvili method applied to the BBM-BBM system was presented in [33]. In this work we extend this method for the general case of the Bona-Smith systems at hand and we present it in Section 3,
2.6. Dispersion relation. The Bona-Smith systems (3)-(4) exhibit dispersion characteristics. For flat bottom topography $D=D_{0}$, the (scaled) speed of propagation of linear waves governed by the Bona-Smith systems, as a function of the wave number, is expressed through the dispersion relation [32):

$$
\begin{equation*}
\frac{c_{s}}{\sqrt{g D_{0}}}=\sqrt{\frac{1+c\left(D_{0} k\right)^{2}}{\left(1+b\left(D_{0} k\right)^{2}\right)^{2}}}, \tag{33}
\end{equation*}
$$

whereas for the Euler equations, it is represented as:

$$
\begin{equation*}
\frac{c_{s}}{\sqrt{g D_{0}}}=\sqrt{\frac{\tanh \left(D_{0} k\right)}{D_{0} k}} \tag{34}
\end{equation*}
$$



Figure 1. Comparison of linear dispersion relations for Bona-Smith systems $2 / 3 \leq$ $\theta^{2} \leq 1$

Figure provides a graphical comparison between the dispersion relations of the various Bona-Smith systems and the corresponding relation of the Euler equations. It is noteworthy that the dispersion relation closest to that of the Euler equations is exhibited by the Bona-Smith system with $\theta^{2}=1$, and this curve coincides with that of Peregrine's system [45]. The Bona-Smith system with $\theta^{2}=2 / 3$ aligns with the BBM-BBM (regularized shallow water waves) system. The shaded area corresponds to the dispersion relations of the Bona-Smith systems for $\theta^{2} \in(2 / 3,1)$.

Evidently, the linear dispersion relation of the Bona-Smith systems closely approximates the corresponding relation of the Euler equations in the long-wave limit. However, it is anticipated that short waves of the Bona-Smith system will deviate from those of the Euler equations. For such waves, Nwogu's system [44] emerges as the optimal Boussinesq system. Although it belongs to a distinct category, it remains unknown whether its solutions preserve any reasonable form of total energy.

## 3. Energy-preserving numerical method

Consider the initial-boundary value problem

$$
\begin{align*}
& \eta_{t}+\nabla \cdot[(D+\eta) \nabla \phi]-b \nabla \cdot\left\{D^{2} \nabla \eta_{t}\right\}=0, \\
& \phi_{t}+g \eta+\frac{1}{2}|\nabla \phi|^{2}-c g \nabla \cdot\left(D^{2} \nabla \eta\right)-b \nabla \cdot\left(D^{2} \nabla \phi_{t}\right)=0, \quad \text { in } \Omega, \\
& \eta(\mathbf{x}, 0)=\eta_{0}(\mathbf{x}) \quad \text { and } \quad \phi(\mathbf{x}, 0)=\phi_{0}(\mathbf{x}),  \tag{35}\\
& \nabla \eta \cdot \mathbf{n}=0 \quad \text { and } \quad \nabla \phi \cdot \mathbf{n}=0 \quad \text { on } \partial \Omega .
\end{align*}
$$

Let $\Omega$ be a polygonal domain and $b, d>0, c \geq 0$ constants such that the problem (12) has a unique smooth solution $(\eta, \mathbf{u})$. Upon obtaining an approximate solution $(\tilde{\eta}, \tilde{\phi})$ to (35), we establish the corresponding approximation of (3) by defining $(\tilde{\eta}, \tilde{\mathbf{u}})=(\tilde{\eta}, \nabla \tilde{\phi})$. In what follows we present a conservative numerical method for the problem (35).
3.1. Energy-preserving modified Galerkin method. Assume that $\mathcal{T}_{h}$ is a regular triangulation of $\Omega$ with triangles $\tau$ of maximum edge $h$. We define the space of Lagrange finite elements of degree $r$

$$
\mathcal{P}_{h}^{r}=\left\{f \in C(\Omega): \underset{9}{\left.\left.f\right|_{\tau} \in \mathbb{P}_{r}(\tau) \text { for all } \tau \in \mathcal{T}_{h}\right\}, ~}\right.
$$

where $\mathbb{P}_{r}$ denotes the space of polynomials of degree $r$. The space $\mathcal{P}_{h}^{r}$ is a subset of $C(\bar{\Omega}) \cap H^{1}(\Omega)$ [27]. Furthermore, we denote by $P^{r}$ the $L^{2}$-projection of any function $f \in L^{2}(\Omega)$ onto the space $\mathcal{P}_{h}^{r}$ defined by

$$
\left(P^{r}[f], \chi\right)=(f, \chi) \quad \text { for all } \chi \in \mathcal{P}_{h}^{r} .
$$

If $w, v \in H^{1}$, we define the modified discrete Laplacian operator $\Delta_{h}: H^{1} \rightarrow \mathcal{P}_{h}^{r}$ such that

$$
\left(\Delta_{h}[w ; v], \chi\right)=-(w \nabla v, \nabla \chi) \quad \text { for all } \chi \in \mathcal{P}_{h}^{r}
$$

Then, we define the numerical solution of the problem (35) as $\tilde{\eta}, \tilde{\phi} \in \mathcal{P}_{h}^{r}$ such that

$$
\begin{array}{ll}
\left(\tilde{\eta}_{t}, \chi\right)+\left(\Delta_{h}[D+\tilde{\eta} ; \tilde{\phi}], \chi\right)-b\left(\Delta_{h}\left[D^{2} ; \tilde{\eta}_{t}\right], \chi\right)=0 & \text { for all } \chi \in \mathcal{P}_{h}^{r}, \\
\left(\tilde{\phi}_{t}, \psi\right)+g(\tilde{\eta}, \psi)+\frac{1}{2}\left(P^{r}\left[|\nabla \tilde{\phi}|^{2}\right], \psi\right)-c g\left(\Delta_{h}\left[D^{2} ; \tilde{\eta}\right], \psi\right)-b\left(\Delta_{h}\left[D^{2} ; \tilde{\phi}_{t}\right], \psi\right)=0 & \text { for all } \psi \in \mathcal{P}_{h}^{r}, \tag{36}
\end{array}
$$

along with the initial conditions

$$
\begin{equation*}
\tilde{\eta}(\mathbf{x}, 0)=P^{r}\left[\eta_{0}(\mathbf{x})\right], \quad \tilde{\phi}(\mathbf{x}, 0)=P^{r}\left[\phi_{0}(\mathbf{x})\right] . \tag{37}
\end{equation*}
$$

The semidiscretization (36) is an energy-conservative generalization of the modified Galerkin method introduced in [26]. It also extends the method presented in [41] to systems with high-order derivatives, such as the one considered here.

We assume that the initial-value problem (36), (37) has a unique solution in the interval $t \in[0, T]$ for some $T>0$. Then, the corresponding solution $(\tilde{\eta}, \tilde{\phi})$ of the modified Galerkin semidiscretization (36)-(37) preserves the mass

$$
\mathcal{M}(t ; \tilde{\eta})=\int_{\Omega} \tilde{\eta}(\mathbf{x}, t) d t
$$

and the energy

$$
\mathcal{E}(t ; \tilde{\eta}, \tilde{\phi})=\frac{1}{2} \int_{\Omega}\left[g \tilde{\eta}^{2}+(D+\tilde{\eta})|\nabla \tilde{\phi}|^{2}+c g D^{2}|\nabla \tilde{\eta}|^{2}\right] d \mathbf{x}
$$

in the sense $\mathcal{M}(t ; \tilde{\eta})=\mathcal{M}(0 ; \tilde{\eta}), \mathcal{E}(t ; \tilde{\eta}, \tilde{\phi})=\mathcal{E}(0 ; \tilde{\eta}, \tilde{\phi})$. Specifically, we have the following:

Proposition 3.1. The solution $(\tilde{\eta}, \tilde{\phi})$ of the initial-value problem (36), (37) satisfies the following conservation laws for all $t \in[0, T]$ :
(i) Conservation of mass:

$$
\frac{d}{d t} \mathcal{M}(t ; \tilde{\eta})=0
$$

(ii) Conservation of energy:

$$
\frac{d}{d t} \mathcal{E}(t ; \tilde{\eta}, \tilde{\phi})=0
$$

Proof. The mass conservation follows by taking $\chi=1$ in the first equation of (36). To prove (ii), we define

$$
\tilde{R}=\Delta_{h}[D+\tilde{\eta} ; \tilde{\phi}]-b \Delta_{h}\left[D^{2} ; \tilde{\eta}_{t}\right] \in \mathcal{P}_{h}^{r} \quad \text { and } \quad \tilde{Q}=g \tilde{\eta}+\frac{1}{2} P^{r}\left[|\nabla \phi|^{2}\right]-c g \Delta_{h}\left[D^{2} ; \tilde{\eta}\right]-b \Delta_{h}\left[D^{2} ; \tilde{\phi}_{t}\right] \in \mathcal{P}_{h}^{r} .
$$

Then, the system (36) can be expressed as

$$
\begin{aligned}
\left(\tilde{\eta}_{t}, \chi\right)+(\tilde{R}, \chi) & =0 \quad \text { for all } \chi \in \mathcal{P}_{h}^{r} \\
\left(\tilde{\phi}_{t}, \psi\right)+(\tilde{Q}, \psi) & =0 \quad \text { for all } \psi \in \mathcal{P}_{h}^{r}
\end{aligned}
$$

By taking $\chi=\tilde{Q}$ and $\psi=\tilde{R}$ and subtracting the last two equations, yields $\left(\tilde{\eta}_{t}, \tilde{Q}\right)-\left(\tilde{\phi}_{t}, \tilde{R}\right)=0$. On the other hand, we have

$$
\begin{aligned}
\left(\tilde{\eta}_{t}, \tilde{Q}\right)-\left(\tilde{\phi}_{t}, \tilde{R}\right)= & g\left(\tilde{\eta}_{t}, \tilde{\eta}\right)+\frac{1}{2}\left(\tilde{\eta}_{t}, P^{r}\left[|\nabla \phi|^{2}\right]\right)-c g\left(\tilde{\eta}_{t}, \Delta_{h}\left[D^{2} ; \tilde{\eta}\right]\right)-b\left(\tilde{\eta}_{t}, \Delta_{h}\left[D^{2} ; \tilde{\phi}_{t}\right]\right) \\
& -\left(\tilde{\phi}_{t}, \Delta_{h}[D+\tilde{\eta} ; \tilde{\phi}]\right)+b\left(\tilde{\phi}_{t}, \Delta_{h}\left[D^{2} ; \tilde{\eta}_{t}\right]\right) \\
= & g\left(\tilde{\eta}_{t}, \tilde{\eta}\right)+\frac{1}{2}\left(\tilde{\eta}_{t},|\nabla \phi|^{2}\right)+c g\left(\nabla \tilde{\eta}_{t}, D^{2} \nabla \tilde{\eta}\right)+b\left(\nabla \tilde{\eta}_{t}, D^{2} \nabla \tilde{\phi}_{t}\right) \\
& \left.+\left(\nabla \tilde{\phi}_{t},(D+\tilde{\eta}) \nabla \tilde{\phi}\right]\right)-b\left(\nabla \tilde{\phi}_{t}, D^{2} \nabla \tilde{\eta}_{t}\right) \\
= & \frac{1}{2} \frac{d}{d t} \int_{\Omega}\left[g \tilde{\eta}^{2}+c g D^{2}|\nabla \tilde{\eta}|^{2}+(D+\tilde{\eta})|\nabla \tilde{\phi}|^{2} d \mathbf{x}\right.
\end{aligned}
$$

Thus, $\frac{d}{d t} \mathcal{E}(t ; \tilde{\eta}, \tilde{\phi})=0$.
By introducing auxiliary unknown functions $\tilde{v}, \tilde{w}, \tilde{z}, \tilde{f}:[0, t] \rightarrow \mathcal{P}^{r}$ for the $L^{2}$-projection and the various discrete Laplacians appearing in the semidiscretization (36), we can express system (36) in the following mixed formulation:

$$
\begin{align*}
\left(\tilde{\eta}_{t}, \chi\right)-b\left(\tilde{v}_{t}, \chi\right) & =(\tilde{w}, \chi) & & \text { for all } \chi \in \mathcal{P}_{h}^{r}, \\
\left(D^{2} \nabla \tilde{\eta}_{t}, \nabla \omega\right)+\left(\tilde{v}_{t}, \omega\right) & =0 & & \text { for all } \omega \in \mathcal{P}_{h}^{r}, \\
(\tilde{w}, \zeta) & =((D+\tilde{\eta}) \nabla \tilde{\phi}, \nabla \zeta) & & \text { for all } \zeta \in \mathcal{P}_{h}^{r}, \\
\left(\tilde{\phi}_{t}, \psi\right)-b(\tilde{z}, \psi) & =c g(\tilde{v}, \psi)-g(\tilde{\eta}, \psi)-\frac{1}{2}(\tilde{f}, \psi) & & \text { for all } \psi \in \mathcal{P}_{h}^{r},  \tag{38}\\
\left(D^{2} \nabla \tilde{\phi}_{t}, \nabla \xi\right)+\left(\tilde{z}_{t}, \xi\right) & =0 & & \text { for all } \xi \in \mathcal{P}_{h}^{r}, \\
(\tilde{f}, \theta) & =\left(|\nabla \tilde{\phi}|^{2}, \theta\right) & & \text { for all } \theta \in \mathcal{P}_{h}^{r},
\end{align*}
$$

along with the initial conditions:

$$
\begin{array}{ll}
\tilde{\eta}(\mathbf{x}, 0)=P^{r}\left[\eta_{0}(\mathbf{x})\right], & \tilde{v}(\mathbf{x}, 0)=\Delta_{h}\left[D^{2} ; \eta_{0}\right](\mathbf{x}), \\
\tilde{\phi}(\mathbf{x}, 0)=P^{r}\left[\phi_{0}(\mathbf{x})\right], & \tilde{z}(\mathbf{z}, 0)=\Delta_{h}\left[D^{2} ; \phi_{0}\right](\mathbf{x}) . \tag{39}
\end{array}
$$

This mixed formulation is convenient for implementation purposes.
It is worth noting that since the numerical velocity field $\tilde{\mathbf{u}}$ is produced by the potential $\tilde{\phi}$ as $\tilde{\mathbf{u}}=\nabla \tilde{\phi}$, it will satisfy $\nabla \times \tilde{\mathbf{u}}=\nabla \times \nabla \tilde{\phi}=0$ for all $\mathbf{x} \in \Omega$ and $t>0$. Therefore, in addition to mass and energy, the proposed numerical method guarantees the conservation of vorticity as well.
3.2. Time discretization. For the time discretization of the autonomous system of ordinary differential equations (38), we can employ an explicit relaxation Runge-Kutta method [34, 47]. As we shall see in Section 4 experimentally, the system (38) is not stiff, and explicit Runge-Kutta methods are efficient.

Consider the initial-value problem

$$
\begin{align*}
\frac{d}{d t} \mathbf{y}(t) & =\mathbf{f}(t, \mathbf{y}(t)), \quad t \in[0, T]  \tag{40}\\
\mathbf{y}(0) & =\mathbf{y}_{0}
\end{align*}
$$

where $\mathbf{y}(t)=\left[\mathbf{y}_{i}(t)\right]$ is the vector of unknown functions. Let $\Delta t$ be a fixed timestep such that $0<\Delta t<1$. We define $J=\left\{t_{0}, t_{1}, \ldots, t_{K}\right\}$ a uniform grid of the interval $[0, T]$ such that $t_{i+1}=t_{i}+\Delta t$ with $t_{0}=0$ and $t_{K}=T$. An explicit Runge-Kutta method with $s$ intermediate stages can be fully described by its Butcher tableau

$$
\begin{array}{c|c}
c & A  \tag{41}\\
\hline & b^{T}
\end{array}
$$

where $A=\left[a_{i j}\right]_{i, j=1}^{s}$ is an $s \times s$ lower-triangular matrix with zeros in the main diagonal, and $b=\left[b_{j}\right]_{j=1}^{s}$ and $c=\left[c_{j}\right]_{j=1}^{s}$ are $s$-dimensional vectors. If $\gamma^{n}=\left\{\gamma^{1}, \gamma^{2}, \ldots, \gamma^{K}\right\}$ is a vector containing the so-called
relaxation parameters $\gamma^{n} \in(0,1]$, and $\mathbf{y}^{n}$ is the approximation of $\mathbf{y}\left(t_{n-1}+\gamma^{n} \Delta t\right)$, then a step of an explicit relaxation Runge-Kutta method corresponding to the Butcher tableau (41) can be expressed as

$$
\begin{align*}
\tilde{\mathbf{y}}^{i} & =\mathbf{y}^{n}+\Delta t \sum_{j=1}^{i-1} a_{i j} \mathbf{f}\left(t_{n}+c_{j} \Delta t, \tilde{\mathbf{y}}^{j}\right), \quad i=1,2, \ldots, s  \tag{42}\\
\mathbf{y}^{n+1} & =\mathbf{y}^{n}+\gamma^{n} \Delta t \sum_{i=1}^{s} b_{i} \mathbf{f}\left(t_{n}+c_{i} \Delta t, \tilde{\mathbf{y}}^{i}\right) \tag{43}
\end{align*}
$$

The parameters $\gamma^{n}$ are typically close to 1 and can be determined such as the energy of the system is preserved. For example, if the energy of the system (40) is $\mathcal{E}(t ; \mathbf{y})=\mathcal{E}(0 ; \mathbf{y})$, then we can choose the parameter $\gamma^{n}$ such that

$$
\mathcal{E}\left(t_{n+1} ; \mathbf{y}^{n+1}\right)=\mathcal{E}\left(t_{n} ; \mathbf{y}^{n}\right)
$$

For simplicity, we will denote the sum in the right-hand side of (43) by

$$
\mathbf{d}^{n}=\sum_{i=1}^{s} b_{i} \mathbf{f}\left(t_{n}+c_{i} \Delta t, \tilde{\mathbf{y}}^{i}\right)
$$

In our case, we define the vector $\mathbf{y}^{n}=\left(H^{n}, W^{n}, \Phi^{n}, Z^{n}\right)^{T}$, where $H^{n}, W^{n}, \Phi^{n}, Z^{n} \in \mathcal{P}_{h}^{r}$ are the fully discrete approximations of $\tilde{\eta}\left(\cdot, t_{n}\right), \tilde{w}\left(\cdot, t_{n}\right), \tilde{\phi}\left(\cdot, t_{n}\right)$ and $\tilde{z}\left(\cdot, t_{n}\right)$, respectively. Then, the updates for $H^{n}$ and $\Phi^{n}$ of (43) can be expressed in the form

$$
\begin{align*}
H^{n+1} & =H^{n}+\gamma^{n} \Delta t d_{\eta}^{n}, \\
\Phi^{n+1} & =\Phi^{n}+\gamma^{n} \Delta t d_{\phi}^{n},
\end{align*} \quad \text { for } n=0,1,2, \ldots
$$

where $d_{\eta}^{n}$ and $d_{\phi}^{n}$ are the components of the vector $\mathbf{d}^{n}$ corresponding to the solution $H^{n}$ and $\Phi^{n}$, respectively. To find the relaxation parameter such as the energy between times $t_{n}$ and $t_{n+1}$ remain constant, we need to solve the equation

$$
\begin{equation*}
\mathcal{E}\left(t_{n+1} ; H^{n+1}, \Phi^{n+1}\right)=\mathcal{E}\left(t_{n}, H^{n}, \Phi^{n}\right) \tag{45}
\end{equation*}
$$

Substituting the updates (44) into equation (45), yields the cubic equation

$$
\begin{equation*}
\mathrm{A} x^{3}+\mathrm{B} x^{2}+\Gamma x=0 \tag{46}
\end{equation*}
$$

where $x=\gamma^{n} \Delta t$ and

$$
\begin{align*}
\mathrm{A} & =\int_{\Omega} d_{\eta}\left|\nabla d_{\phi}\right|^{2} d \mathbf{x} \\
\mathrm{~B} & =\int_{\Omega} g d_{\eta}^{2}+c g D^{2}\left|\nabla d_{\eta}\right|^{2}+\left(D+H^{n}\right)\left|\nabla d_{\phi}\right|^{2}+2 d_{\eta} \nabla \Phi^{n} \cdot \nabla d_{\phi} d \mathbf{x}  \tag{47}\\
\Gamma & =\int_{\Omega}\left(2 g H^{n}+\left|\nabla \Phi^{n}\right|^{2}\right) d_{\eta}+2 c g D^{2} \nabla H^{n} \cdot \nabla d_{\eta}+2\left(D+H^{n}\right) \nabla \Phi^{n} \cdot \nabla d_{\phi} d \mathbf{x}
\end{align*}
$$

Therefore, there are three roots, namely $\gamma_{0}^{n}=0$ and

$$
\begin{equation*}
\gamma_{ \pm}^{n} \cdot \Delta t=\frac{-\mathrm{B} \pm \sqrt{\mathrm{B}^{2}-4 \mathrm{~A} \mathrm{\Gamma}}}{2 \mathrm{~A}} \tag{48}
\end{equation*}
$$

The parameter $\gamma^{n}$ depends on the current solution of the problem making the determination of its consistency challenging. For this reason, we cannot study the roots $\gamma^{n}$ further. However, whenever the explicit Runge-Kutta method converges, let's say at order $\Delta t^{p}$, it is expected that there is a root $\gamma^{n} \approx 1$ such that $\left|\gamma^{n}-1\right|=O\left(\Delta t^{p-1}\right)$ [34]. In practice, after choosing $\Delta t \ll 1$ and excluding the solution $\gamma_{0}^{n}$, we solve numerically the resulting quadratic equation (46) using, for instance, the secant method to avoid catastrophic cancellation phenomena.

For the numerical experiments of this work, we will use the relaxation Runge-Kutta method related to the classical four-stage, fourth-order Runge-Kutta method given by the Butcher tableau:

$$
\begin{array}{c|c|cccc} 
&  \tag{49}\\
c & A \\
\hline & b^{T}
\end{array}=\begin{array}{c|ccc}
0 & 0 & 0 & 0 \\
1 / 2 & 1 / 2 & 0 & 0 \\
1 / 2 & 0 & 1 / 2 & 0 \\
1 & 0 & 0 & 0 \\
\hline & 1 / 6 & 1 / 3 & 1 / 3 \\
\hline
\end{array} .
$$

3.3. Computation of initial velocity potential. Our objective is to generate approximations to solutions of system (31) with given initial conditions $\eta_{0}(\mathbf{x})$ and $\mathbf{u}_{0}(\mathbf{x})$ in $\Omega$ using the solutions of (121). However, system (12) requires an initial velocity potential $\phi_{0}$. Determining the initial velocity potential $\phi_{0}$ from the initial velocity field $\mathbf{u}_{0}$ presents a challenge. Initially, we establish an initial velocity potential profile $\phi(\mathbf{x}, 0)=\phi_{0}(\mathbf{x})$ by solving the Poisson equation

$$
\Delta \varphi_{0}=\nabla \cdot \mathbf{u}_{0} \quad \text { in } \Omega,
$$

with boundary condition $\nabla \varphi_{0} \cdot \mathbf{n}=0$ on $\partial \Omega$. We use the letter $\varphi_{0}$ instead of $\phi_{0}$ for the solution of the Laplace equation because this problem has a unique solution subject to vertical translations. To demonstrate this, let's consider two solutions $\varphi_{0}^{1}$ and $\varphi_{0}^{2}$ and define $\psi=\varphi_{0}^{1}-\varphi_{0}^{2}$. This function satisfies the homogeneous Laplace equation $\Delta \psi=0$ in $\Omega$ with boundary condition $\nabla \psi \cdot \mathbf{n}=0$ on $\partial \Omega$. Multiplying the Laplace equation by $\psi$ and integrating over $\Omega$, we obtain

$$
\int_{\Omega}|\nabla \psi|^{2} d \mathbf{x}=0
$$

Hence, $\nabla \psi=0$, which is equivalent to $\varphi_{0}^{1}=\varphi_{0}^{2}+C$ for any constant $C$. Nevertheless, this doesn't impose a restriction, as the solutions to the problem (3)-(6) are unaffected by vertical translations of the velocity potential of (12) since $\mathbf{u} \nabla \phi$.

We proceed to solve for the initial potential $\varphi_{0}$ numerically using the standard Galerkin method with the triangular grid $\mathcal{T}_{h}$ defined in Section 3.1 for the solution of (12). We obtain an approximation $\tilde{\varphi}_{0} \in \mathcal{P}_{h}^{r}$. For stability reasons, we select the initial velocity potential function as $\tilde{\phi}_{0}=\tilde{\varphi}_{0}-\min \Omega \tilde{\varphi}_{0}$.
3.4. Generation of solitary waves using the Petviashvili method. To generate numerical solitary waves that travel with constant speed $c_{s}$, we employ the Petviashvili method, which is a modified fixed-point iteration applied to the time-independent equations (28). Specifically, to apply the Petviashvili method, we write equations (28) in the form

$$
\begin{equation*}
\mathcal{L} \mathbf{w}=\mathcal{N}(\mathbf{w}), \tag{50}
\end{equation*}
$$

where $\mathbf{w}=(\eta, w, \tilde{w})$ and

$$
\mathcal{L}=\left(\begin{array}{ccc}
c_{s}-b c_{s} D_{0}^{2} \Delta_{\xi \zeta} & -D_{0} & 0  \tag{51}\\
-g+c g D_{0}^{2} \Delta_{\xi \zeta} & c_{s}-b c_{s} D_{0}^{2} \partial_{\xi}^{2} & 0 \\
0 & 0 & 1
\end{array}\right) \quad \text { and } \quad \mathcal{N}(\mathbf{w})=\left(\begin{array}{c}
\eta w \\
\frac{1}{2} w^{2} \\
0
\end{array}\right) .
$$

The Galerkin finite element method for solving system (50)-(51) is the following: seek for approximation $\mathbf{w}_{h}=\left(\eta_{h}, w_{h}, \tilde{w}_{h}\right)^{T} \in\left(\mathcal{P}_{h}^{r}\right)^{3}$ such that

$$
\begin{equation*}
\mathcal{L}_{h}\left(\mathbf{w}_{h}, \boldsymbol{\chi}\right)=\left(\mathcal{N}\left(\mathbf{w}_{h}\right), \boldsymbol{\chi}\right), \quad \text { for all } \quad \boldsymbol{\chi} \in\left(\mathcal{P}_{h}^{r}\right)^{3}, \tag{52}
\end{equation*}
$$

where $\mathcal{L}_{h}$ is the bilinear form

$$
\begin{align*}
\mathcal{L}_{h}(\mathbf{w}, \chi)= & c_{s}(\eta, \phi)+b c_{s} D_{0}^{2}\left(\nabla_{\xi \zeta} \eta, \nabla_{\xi \zeta} \phi\right)-D_{0}(w, \phi) \\
& +c_{s}(w, \chi)+b c_{s} D_{0}^{2}\left(w_{\xi}, \chi_{\xi}\right)-g(\eta, \chi)-c g D_{0}^{2}\left(\nabla_{\xi \zeta} \eta, \nabla_{\xi \zeta} \chi\right)+(\tilde{w}, \psi) \tag{53}
\end{align*}
$$

for all $\mathbf{w}=(\eta, w, \tilde{w})^{T} \in\left(\mathcal{P}_{h}^{r}\right)^{3}$ and $\boldsymbol{\chi}=(\phi, \chi, \psi)^{T} \in\left(\mathcal{P}_{h}^{r}\right)^{3}$. Given an initial guess $\mathbf{w}_{h}^{0}$ for the solitary wave solution, the Petviashvili method for solving the nonlinear system of equations (52)-(53) is the
fixed-point iteration

$$
\begin{equation*}
\mathcal{L}_{h}\left(\mathbf{w}_{h}^{(n+1)}, \boldsymbol{\chi}\right)=m_{n}^{p}\left(\mathcal{N}\left(\mathbf{w}_{h}^{n}\right), \boldsymbol{\chi}\right), \quad n=0,1, \ldots, \tag{54}
\end{equation*}
$$

for all $\boldsymbol{\chi} \in\left(\mathcal{P}_{h}^{r}\right)^{3}, p$ appropriate constant, and $m_{n}$ the scalar

$$
m_{n}=\frac{\mathcal{L}_{h}\left(\mathbf{w}_{h}^{n}, \mathbf{w}_{h}^{n}\right)}{\left(\mathcal{N}\left(\mathbf{w}_{h}^{n}\right), \mathbf{w}_{h}^{n}\right)} .
$$

The initial guess $\mathbf{w}_{h}^{0}$ can be taken to be the $L^{2}$-projection of the corresponding solitary wave of the Serre equations [40] for the same speed $c_{s}$.

Typically, the Petviashvili iteration will be terminated when the normalized residual is less than a prescribed tolerance $\delta$. Specifically, we will consider

$$
\left|\mathcal{L}_{h}\left(\mathbf{w}_{h}^{n}, \mathbf{w}_{h}^{n}\right)-\left(\mathcal{N}\left(\mathbf{w}_{h}^{n}\right), \mathbf{w}_{h}^{n}\right)\right| /\left\|\mathbf{w}_{h}^{n}\right\|_{2}<\delta,
$$

where $\delta$ is the desired tolerance. In the experiments of this paper, we took $\delta=10^{-6}$, and the Petviashvili iteration with $p=2$ required less than 10 iterations to converge within the prescribed tolerance.

## 4. Experimental validation

In this section, we present several numerical experiments to provide experimental justification for both the mathematical model and the numerical method. For the numerical implementation of the fully-discrete scheme, we employed the Python library Fenics [37]. Fenics uses appropriate quadrature methods to evaluate integrals of polynomials exactly (within machine precision) as they appear in (38). In all experiments, we consider the Bona-Smith system with $\theta^{2}=1$. It is important to note that similar results can be obtained for any value of $\theta$ in the range $[2 / 3,1]$. Similar results for $\theta^{2}=2 / 3$ with non-conservative numerical method have been presented in [33, 31].
4.1. Experimental convergence rates. To study the convergence of the conservative numerical method, we consider the initial-boundary value problem (12) with bottom topography $D(x, y)=$ $-(x+y) / 20+3 / 2, g=1$ and $\Omega=[0,1] \times[0,1]$. Moreover, we consider the functions

$$
\eta(\mathbf{x}, t)=e^{t} \cos (2 \pi x) \cos (2 \pi y), \quad \phi(\mathbf{x}, t)=e^{t} \cos (\pi x) \cos (\pi y), \quad \mathbf{x}=(x, y)^{T} \in \Omega \quad \text { and } \quad t \geq 0
$$

as exact solution to the corresponding initial-boundary value problem (12), with appropriate forcing terms on the right-hand side of the system. Although these terms were computed, they are omitted from this text due to their complex form. Then, we solve the system (38) for various uniform triangulations and we monitor the $L^{2}$ and $H^{1}$ norms of the errors between the numerical and the exact solutions in the spaces $\mathcal{P}_{h}^{r}$ for $r=1,2,3,4$. Assuming that the method converges, we define $E_{i}[h, V]=\|\tilde{V}-V\|_{i}$ for $i=0,1$, where $V$ can be any of $\eta$ or $\phi$. If $h_{1}, h_{2}$ correspond to the maximum edges of a triangle of two different uniform triangulations with right-angle triangles of $\Omega$, then the experimental order of convergence is defined as

$$
r=\log \frac{E_{i}\left[h_{1}, V\right]}{E_{i}\left[h_{2}, V\right]} / \log \frac{h_{1}}{h_{2}} .
$$

Because the focus was on the Galerkin semi-discretization, we used small $\Delta t=5 \times 10^{-4}$ for all finite element spaces and grids to eliminate the influence of the time discretization to the error. For the computations of the norms, we utilized the corresponding Fenics functions [37].

Tables 14 present the recorded errors and the corresponding convergence rates for various uniform grids. We observe that the experimental convergence rates are optimal in all cases indicating that the numerical solution in the finite element space $\mathcal{P}^{r}$ satisfies the estimate

$$
\|\eta-\tilde{\eta}\|+\|\phi-\tilde{\phi}\|+h\left[\|\eta-\tilde{\eta}\|_{1}+\|\phi-\tilde{\phi}\|_{1}\right]=O\left(h^{r+1}\right) .
$$

This estimate provides also the convergence of the velocity field, in the sense that

$$
\|\mathbf{u}-\tilde{\mathbf{u}}\|=\|\nabla \phi-\nabla \tilde{\phi}\| \leq\|\phi-\tilde{\phi}\|_{14}=O\left(h^{r}\right) .
$$

| $h$ | $E_{0}[h, \phi]$ | $r$ | $E_{0}[h, \eta]$ | $r$ | $E_{1}[h, \phi]$ | $r$ | $E_{1}[h, \eta]$ | $r$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $1.250 \times 10^{-1}$ | $4.844 \times 10^{-2}$ | - | $5.364 \times 10^{-2}$ | - | $6.272 \times 10^{-1}$ | - | $2.515 \times 10^{0}$ | - |
| $8.333 \times 10^{-2}$ | $2.127 \times 10^{-2}$ | 2.030 | $2.356 \times 10^{-2}$ | 2.029 | $4.173 \times 10^{-1}$ | 1.005 | $1.673 \times 10^{0}$ | 1.006 |
| $6.250 \times 10^{-2}$ | $1.192 \times 10^{-2}$ | 2.014 | $1.320 \times 10^{-2}$ | 2.014 | $3.128 \times 10^{-1}$ | 1.002 | $1.254 \times 10^{0}$ | 1.003 |
| $5.000 \times 10^{-2}$ | $7.613 \times 10^{-3}$ | 2.008 | $8.431 \times 10^{-3}$ | 2.008 | $2.501 \times 10^{-1}$ | 1.001 | $1.003 \times 10^{0}$ | 1.002 |
| $4.167 \times 10^{-2}$ | $5.281 \times 10^{-3}$ | 2.005 | $5.849 \times 10^{-3}$ | 2.006 | $2.084 \times 10^{-1}$ | 1.001 | $8.356 \times 10^{-1}$ | 1.001 |
| $3.571 \times 10^{-2}$ | $3.878 \times 10^{-3}$ | 2.004 | $4.295 \times 10^{-3}$ | 2.004 | $1.786 \times 10^{-1}$ | 1.001 | $7.162 \times 10^{-1}$ | 1.001 |
| $3.125 \times 10^{-2}$ | $2.968 \times 10^{-3}$ | 2.003 | $3.287 \times 10^{-3}$ | 2.003 | $1.563 \times 10^{-1}$ | 1.000 | $6.266 \times 10^{-1}$ | 1.001 |

Table 1. Experimental convergence rate $r$ in $L^{2}$ and $H^{1}$ norms with $\mathcal{P}_{h}^{1}$ elements

| $h$ | $E_{0}[h, \phi]$ | $r$ | $E_{0}[h, \eta]$ | $r$ | $E_{1}[h, \phi]$ | $r$ | $E_{1}[h, \eta]$ | $r$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $1.250 \times 10^{-1}$ | $4.718 \times 10^{-4}$ | - | $3.329 \times 10^{-3}$ | - | $3.191 \times 10^{-2}$ | - | $2.541 \times 10^{-1}$ | - |
| $8.333 \times 10^{-2}$ | $1.365 \times 10^{-4}$ | 3.059 | $1.027 \times 10^{-3}$ | 2.901 | $1.421 \times 10^{-2}$ | 1.996 | $1.136 \times 10^{-1}$ | 1.986 |
| $6.250 \times 10^{-2}$ | $5.705 \times 10^{-5}$ | 3.032 | $4.398 \times 10^{-4}$ | 2.947 | $7.996 \times 10^{-3}$ | 1.998 | $6.397 \times 10^{-2}$ | 1.995 |
| $5.000 \times 10^{-2}$ | $2.908 \times 10^{-5}$ | 3.020 | $2.268 \times 10^{-4}$ | 2.967 | $5.119 \times 10^{-3}$ | 1.999 | $4.097 \times 10^{-2}$ | 1.998 |
| $4.167 \times 10^{-2}$ | $1.679 \times 10^{-5}$ | 3.014 | $1.318 \times 10^{-4}$ | 2.978 | $3.555 \times 10^{-3}$ | 1.999 | $2.846 \times 10^{-2}$ | 1.999 |
| $3.571 \times 10^{-2}$ | $1.055 \times 10^{-5}$ | 3.010 | $8.320 \times 10^{-5}$ | 2.984 | $2.612 \times 10^{-3}$ | 2.000 | $2.091 \times 10^{-2}$ | 1.999 |
| $3.125 \times 10^{-2}$ | $7.064 \times 10^{-6}$ | 3.008 | $5.583 \times 10^{-5}$ | 2.988 | $2.000 \times 10^{-3}$ | 2.000 | $1.601 \times 10^{-2}$ | 1.999 |

TABLE 2. Experimental convergence rate $r$ in $L^{2}$ and $H^{1}$ norms with $\mathcal{P}_{h}^{2}$ elements

| $h$ | $E_{0}[h, \phi]$ | $r$ | $E_{0}[h, \eta]$ | $r$ | $E_{1}[h, \phi]$ | $r$ | $E_{1}[h, \eta]$ | $r$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $1.250 \times 10^{-1}$ | $8.856 \times 10^{-6}$ | - | $1.158 \times 10^{-4}$ | - | $9.763 \times 10^{-4}$ | - | $1.602 \times 10^{-2}$ | - |
| $8.333 \times 10^{-2}$ | $1.735 \times 10^{-6}$ | 4.020 | $2.255 \times 10^{-5}$ | 4.034 | $2.891 \times 10^{-4}$ | 3.001 | $4.746 \times 10^{-3}$ | 3.000 |
| $6.250 \times 10^{-2}$ | $5.475 \times 10^{-7}$ | 4.009 | $7.101 \times 10^{-6}$ | 4.017 | $1.220 \times 10^{-4}$ | 3.001 | $2.002 \times 10^{-3}$ | 3.000 |
| $5.000 \times 10^{-2}$ | $2.240 \times 10^{-7}$ | 4.005 | $2.902 \times 10^{-6}$ | 4.010 | $6.244 \times 10^{-5}$ | 3.000 | $1.025 \times 10^{-3}$ | 3.000 |
| $4.167 \times 10^{-2}$ | $1.080 \times 10^{-7}$ | 4.003 | $1.398 \times 10^{-6}$ | 4.007 | $3.613 \times 10^{-5}$ | 3.000 | $5.931 \times 10^{-4}$ | 3.000 |
| $3.571 \times 10^{-2}$ | $5.826 \times 10^{-8}$ | 4.002 | $7.538 \times 10^{-7}$ | 4.005 | $2.275 \times 10^{-5}$ | 3.000 | $3.735 \times 10^{-4}$ | 3.000 |
| $3.125 \times 10^{-2}$ | $3.414 \times 10^{-8}$ | 4.002 | $4.417 \times 10^{-7}$ | 4.004 | $1.524 \times 10^{-5}$ | 3.000 | $2.502 \times 10^{-4}$ | 3.000 |

TABLE 3. Experimental convergence rate $r$ in $L^{2}$ and $H^{1}$ norms with $\mathcal{P}_{h}^{3}$ elements

| $h$ | $E_{0}[h, \phi]$ | $r$ | $E_{0}[h, \eta]$ | $r$ | $E_{1}[h, \phi]$ | $r$ | $E_{1}[h, \eta]$ | $r$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $1.250 \times 10^{-1}$ | $1.747 \times 10^{-7}$ | - | $5.192 \times 10^{-6}$ | - | $2.446 \times 10^{-5}$ | - | $7.838 \times 10^{-4}$ | - |
| $8.333 \times 10^{-2}$ | $2.303 \times 10^{-8}$ | 4.998 | $6.988 \times 10^{-7}$ | 4.946 | $4.829 \times 10^{-6}$ | 4.001 | $1.550 \times 10^{-4}$ | 3.997 |
| $6.250 \times 10^{-2}$ | $5.466 \times 10^{-9}$ | 4.999 | $1.672 \times 10^{-7}$ | 4.972 | $1.527 \times 10^{-6}$ | 4.001 | $4.904 \times 10^{-5}$ | 4.000 |
| $5.000 \times 10^{-2}$ | $1.791 \times 10^{-9}$ | 4.999 | $5.499 \times 10^{-8}$ | 4.983 | $6.254 \times 10^{-7}$ | 4.001 | $2.009 \times 10^{-5}$ | 4.000 |
| $4.167 \times 10^{-2}$ | $7.200 \times 10^{-10}$ | 5.000 | $2.214 \times 10^{-8}$ | 4.989 | $3.016 \times 10^{-7}$ | 4.001 | $9.687 \times 10^{-6}$ | 4.000 |
| $3.571 \times 10^{-2}$ | $3.331 \times 10^{-10}$ | 5.000 | $1.026 \times 10^{-8}$ | 4.992 | $1.628 \times 10^{-7}$ | 4.001 | $5.229 \times 10^{-6}$ | 4.000 |
| $3.125 \times 10^{-2}$ | $1.709 \times 10^{-10}$ | 5.000 | $5.266 \times 10^{-9}$ | 4.994 | $9.541 \times 10^{-8}$ | 4.000 | $3.065 \times 10^{-6}$ | 4.000 |

TABLE 4. Experimental convergence rate $r$ in $L^{2}$ and $H^{1}$ norms with $\mathcal{P}_{h}^{4}$ elements

It is worth mentioning that we repeated the experiments with exact solution $\eta(\mathbf{x}, t)=e^{t} \cos (\pi x) \cos (\pi y)$, keeping the rest of the data the same, which resulted in similar results and the same conclusions.
4.2. Propagation and reflection of solitary waves. We tested the new method and the BonaSmith system $\left(\theta^{2}=1, g=9.81 \mathrm{~m} / \mathrm{s}^{2}\right)$ against the propagation and reflection of line solitary waves using two laboratory experiments of [21]. We numerically generated solitary waves with amplitudes $A_{1}=0.07 m$ and $A_{2}=0.12 m$ using the Petviashvili method in the domain $\Omega=[-50,20] \times[0,1]$ with


Figure 2. Reflection of shoaling solitary wave of amplitude $A_{1}=0.07 \mathrm{~m}$ by a solid wall
bottom topography described by the function

$$
D(x, y)=\left\{\begin{array}{ll}
0.7, & x \leq 0 \\
0.7-x / 50, & x>0
\end{array} \quad, \quad 0 \leq y \leq 1 .\right.
$$

Note that in this experiment we used the original bathymetry without smoothing its corner. All variables used in this experiment are dimensional and expressed in SI units. The traveling waves were horizontally translated such that their maximum at $t=0$ is achieved at $x_{0}=-30 \mathrm{~m}$. These waves traveled to the right until they reached the sloping bottom, where they began shoaling. Then they were reflected by the solid wall, located at $x=20 \mathrm{~m}$, and propagated to the right followed by dispersive tails. The reflection of water waves on a vertical, solid wall is equivalent to the head-on collision of symmetric counter-propagating waves, and thus the reflection is inelastic 4]. We recorded the free-surface elevation $\eta$ at three gauges located at $(x, y)=\left(g_{i}, 0\right)$ for $i=, 1,2,3$ where $g_{1}=0$, $g_{2}=16.25$, and $g_{3}=17.75$.

In Figures 2]3, we present a comparison between the laboratory data from [21] and the numerical results obtained using a new numerical method for solving the Bona-Smith system with $\theta^{2}=1$. For time discretization, we used $\Delta t=0.04$. For spatial discretization, we utilized $\mathcal{P}_{h}^{1}$ elements for all variables and employed a regular triangulation of the domain $\Omega$ with $N=3,676$ elements, each with a maximum edge length of approximately $h \approx 0.33$. The agreement observed between the numerical results and the laboratory data corroborates previous findings related to the BBM-BBM and Nwogu systems, suggesting that the dispersion properties of the model are not critical in this experiment [4]. Considering that in the second experiment the scaled amplitude of the solitary wave is $\varepsilon=0.12 / 0.7 \approx 0.17$, we deduce that the model can be suitable for scenarios involving relatively large amplitude waves.

During these experiments, mass and energy were conserved up to the precision shown: when $A_{1}=$ 0.07 , the mass $\mathcal{M}$ was 0.37465842341571 and the energy $\mathcal{E}$ was 0.17465474989439 ; when $A_{2}=0.12$, the mass $\mathcal{M}$ was 0.5049385982123 and the energy $\mathcal{E}$ was 0.40786323559272 .

In Figure 4, we depict the difference $\gamma^{n}-1$ of the relaxation parameter as a function of $t$. In both cases, the parameter $\gamma^{n}$ remained within the predicted range of $O\left(\Delta t^{3}\right)$ and did not exceed the value of $1+10^{-4}$. However, its value increases notably when the solitary wave interacts with the bottom topography.


Figure 3. Reflection of shoaling solitary wave of amplitude $A_{2}=0.12 \mathrm{~m}$ by a solid wall


Figure 4. Reflection of shoaling solitary waves: Difference $\gamma^{n}-1$ of the relaxation parameter as a function of $t$
4.3. Solitary wave interaction with vertical cylinder. In the next experiment, we study the interaction of a solitary wave of the Bona-Smith system $\left(\theta^{2}=1, g=9.81 \mathrm{~m} / \mathrm{s}^{2}\right)$ with a vertical cylinder [5]. For this experiment, we consider a numerical solitary wave with speed $c_{s}=1.356$ and amplitude of $A \approx 0.036$ propagating over a flat bottom with $D_{0}=0.15$ in a domain $\Omega=[-4,20] \times[0,0.55] \backslash \mathcal{C}$, where $\mathcal{C}=\left\{(x, y) \in \mathbb{R}^{2}:(x-4.5)^{2}+(y-0.275)^{2} \leq 0.08^{2}\right\}$ represents a circle with center $(4.5,0.275)$ and radius 0.08 m . This domain simulates a channel with a vertical cylinder.

This experiment assumes frictionless walls, necessitating slip-wall conditions. The solution was recorded at six wave gauges located at positions: $g_{1}=(4.4,0.271), g_{2}=(4.5,0.17), g_{3}=(4.5,0.045)$, $g_{4}=(4.6,0.275), g_{5}=(4.975,0.275)$, and $g_{6}=(5.375,0.275)$. For time discretization, we used $\Delta t=0.01$. The domain $\Omega$ was discretized using a regular triangular grid consisting of 22,285 triangles, each with a maximum edge length of $h=0.059$. The circular obstacle was approximated by a regular icosagon. Spatial discretization utilized $\mathcal{P}_{h}^{1}$ elements for all unknowns. The initial conditions for $\eta$ and $\mathbf{u}$ were generated using the Petviashvili method and adjusted so that the wave's maximum was positioned at $x=-2.1$.

The simulation remained stable and resulted in a smooth solution. In Figure 5, we present the interaction of the solitary wave with the cylinder. In Figure 6, we present the recorded solution at


Figure 5. Interaction of solitary wave with cylinder


Figure 6. Scattering of solitary wave by cylinder: Recorded solution at six wave gauges
the six wave gauges $g_{i}, i=1, \ldots, 6$. We observe that contrary to the results obtained by the BBMBBM system, the Bona-Smith system does not result in large oscillations around the cylinder. This characteristic of the Bona-Smith system has also been observed in the case of sticky-wall boundary conditions [26].

In this experiment, the mass was $\mathcal{M}=0.015807360969348$, the energy was $\mathcal{E}=0.0040425386059991$ (preserving the shown digits), while the vorticity was 0.0 . The parameter $\gamma^{n}$ remained close to 1 , with $\gamma^{n}-1=O\left(10^{-7}\right)$ as expected. The recorded values of the difference $\gamma^{n}-1$ are presented in Figure 7


Figure 7. Scattering of solitary wave by cylinder: Difference $\gamma^{n}-1$ of the relaxation parameter as a function of $t$
as a function of time. We observe that during the interaction of the solitary wave with the cylinder, the parameter $\gamma^{n}$ fluctuates and then stabilizes close to a slightly higher value compared to its value before the interaction.
4.4. Periodic waves over a submerged bar. In this experiment, we explore a challenging scenario for Boussinesq systems, as detailed in [7. We examine the dynamics when a small-amplitude periodic wave train travels over a flat bottom and subsequently interacts with a submerged bar within a channel. As these periodic waves encounter the rising slope of the submerged bar, they shoal and steepen, resulting in the generation of higher harmonics. Subsequently, the waves accelerate down the descending slope, generating a broad spectrum of wave-numbers, thereby testing the limits of Boussinesq models. For the initial conditions we consider the functions

$$
\begin{aligned}
& \eta(\mathbf{x}, 0)=A \cos \left(k\left(x-x_{0}\right)\right)(1-\tanh (x))\left(1+\tanh \left(x+x_{1}\right)\right) / 4 \\
& \mathbf{u}(\mathbf{x}, 0)=\frac{g}{D_{0}}\left[\eta(\mathbf{x}, 0)-\frac{1}{4 D_{0}} \eta^{2}(\mathbf{x}, 0)-c D_{0}^{2} \eta_{x x}(\mathbf{x}, 0)\right]
\end{aligned}
$$

where $A=0.01 \mathrm{~m}, g=9.81 \mathrm{~m} / \mathrm{s}^{2}, D_{0}=0.4 \mathrm{~m}, k=1.67, x_{0}=3.6 \mathrm{~m}$, and $x_{1}=60 \mathrm{~m}$. The bottom topography is described by the depth function

$$
D(\mathbf{x})=\left\{\begin{array}{ll}
-0.05 x+0.7, & x \in[6,12) \\
0.1, & x \in[12,14) \\
0.1 x-1.3, & x \in[14,17] \\
0.4, & \text { elsewhere }
\end{array} .\right.
$$

Note that in this experiment we used the original bottom function without smoothing its corners. The initial conditions for the free-surface elevation and the bathymetry are presented in Figure 8. The formula for the velocity $\mathbf{u}$ can be derived using asymptotic techniques and the BBM trick assuming unidirectional wave propagation [10], resulting in waves that mainly propagate in one direction.

In this experiment, we numerically integrated the Bona-Smith system ( $\theta^{2}=1, g=9.81 \mathrm{~m} / \mathrm{s}^{2}$ ) within the domain $\Omega=[-100,50] \times[0,1]$ until $T=40 \mathrm{~s}$. The domain was discretized using a uniform triangulation of 24,000 right-angle triangles, with the maximum side length of the triangles approximately 0.16 . For spatial discretization, we employed $\mathcal{P}_{h}^{2}$ elements for all the unknowns, and for time integration, we used a time step $\Delta t=0.05$. We recorded the free-surface elevation at eight wave gauges located at the points $(x, 0.5)$ for $x=10.5,12.5,13.5,14.5,15.7$, and 17.3 . Figure 9 presents a comparison of the recorded solution with the laboratory data from [7]. The agreement between the numerical and laboratory data is satisfactory, with the numerical solution remaining close to the experimental data at all wave gauges, especially at the first four, where the numerical solution nearly interpolates the experimental data. However, this experiment is challenging for Boussinesq systems


Figure 8. Initial periodic wave-train and bottom topography


Figure 9. Periodic waves over a bar: Free-surface elevation at various wave gauges
since the solution consists of waves with high wave-numbers. The numerical results of other BonaSmith systems with $\theta^{2}<1$ are very similar, but the one with $\theta^{2}=1$ provides the best approximation for this set of data [31, 33]. This improvement is not solely attributable to the new numerical method but also to the improved dispersion characteristics of the particular Bona-Smith system.

The computed mass of the numerical solution is $\mathcal{M}=-0.0007507020714$, and the computed energy is $\mathcal{E}=0.035718392272188$, preserving the digits shown, while the vorticity was less than $5 \times 10^{-19}$. The negative sign in the mass is because the mass was computed with respect to the variable $\eta$ and not the total depth $D+\eta>0$.

Once again, the parameter $\gamma^{n}$ remains at $1+O\left(\Delta t^{3}\right)$. A graph depicting the difference $\gamma^{n}-1$ is presented in Figure 10. As the waves begin interacting with the bottom topography, we observe a slight increase in the value of the parameter $\gamma^{n}$.


Figure 10. Periodic waves over a bar: Difference $\gamma^{n}-1$ of the relaxation parameter as a function of $t$


Figure 11. Domain $\Omega$ depicting a channel with a junction, along with the locations of the wave gauges
4.5. Solitary wave scattering at a Y-junction. Solitary wave scattering at a junction involves the interaction of solitary waves with the geometric features of the channel, specifically at points where the channel splits or merges. In general, as a solitary wave approaches a junction, the change in channel geometry can lead to a variety of behaviors including reflection, transmission, and splitting of the wave. When the wave reaches the junction, part of the wave may transmit into the new channels while part may reflect backward. The exact behavior can depend on the wave's amplitude, speed, and the channel's properties, 42].

Here, we consider a channel with a horizontal bottom that splits into two symmetric channels. The Y-junction forms an angle $\theta \approx 60^{\circ}$. This setup presents considerable challenges, as solutions to other models such as the non-dispersive shallow water equations tend to form singularities (discontinuities) at the corners of the junction. However, in our case, due to the regularization properties of the BonaSmith system, the numerical solution remains stable in such scenarios and no spurious oscillations result using continuous finite element methods.

Specifically, we define the domain $\Omega$ as a polygon with vertices at ( $-20.0,-1.0$ ), ( $0.0,-1.0$ ), $(20.0,-12.5),(22.0,-11.5),(2.0,0.0),(22.0,11.5),(20.0,12.5),(0.0,1.0)$, and $(-20.0,1.0)$, as illustrated in Figure 11, and a horizontal bottom with $D=1 \mathrm{~m}$. We numerically solve problem (12) using a new conservative method with $\theta^{2}=1, g=9.81 \mathrm{~m} / \mathrm{s}^{2}$, and an initial condition of a numerical solitary wave with $c_{s}=3.6(A \approx 0.3 \mathrm{~m})$. We also recorded the solution at six wave gauges located at $(-5,0)$, $(0,0),(7,-4),(14,-8)$, and at the corners $(0,-1)$ and $(2,0)$ represented by the red dots in Figure 11 , In this experiment, we employed $\mathcal{P}_{h}^{2}$ elements with a regular triangulation of $\Omega$ consisting of 19,036 triangles. The maximum edge length recorded was $h \approx 0.2$. We also used $\Delta t=0.01$. The mass


Figure 12. Scattering of solitary wave at a Y-junction. Bona-Smith system with $\theta^{2}=1$


Figure 13. Scattering of solitary wave at a junction. BBM-BBM system with $\theta^{2}=2 / 3$
and energy remained constant (up to the digits shown) and were equal to $\mathcal{M}=2.9532623707529$ and $\mathcal{E}=6.50896080026$, respectively.

Figure 12 presents the numerical solution at times $t=0,2,3,4,5$, and 8 . We observed that the solution remained smooth at all times. Figure 14 presents the solution recorded at the six wave gauges. The solitary wave travels unchanged until it reaches the junction corners $(0,-1)$ and $(0,1)$, where a significant portion of the solitary wave is reflected back as a dispersive wave train with a leading negative excursion. The remaining incident wave spreads into the two new directions due to diffraction. Upon interacting with the corner at ( 2,0 ), it splits into two symmetric waves propagating along the connected channels. The maximum wave height recorded at the gauge $(14,-8)$ (at the far


Figure 14. Scattering of solitary wave at a junction: Solution recorded at wave gauges
left-end of the channel) was $A \approx 0.21$, indicating that each of the transmitted waves is approximately two-thirds the size of the original wave. Similar results were observed in similar experiments in 42].

It is worth mentioning that we repeated this experiment with the BBM-BBM system $\left(\theta^{2}=2 / 3\right)$, where $c=0$. In this experiment we used generated a new solitary wave for the BBM-BBM system with the same speed as the Bona-Smith system. Although the two solitary waves are very similar, there are small differences. The lower regularity of the solutions in this case led to a hydraulic jump phenomenon at the corners of the junction, as presented in Figure 13. This phenomenon can also be observed when solving the non-dispersive shallow water equations. Nevertheless, our numerical solution remained stable; mass, vorticity, and energy were conserved with values $\mathcal{M}=2.834206328927, \mathcal{V}=O\left(10^{-18}\right)$, and $\mathcal{E}=6.1508487223870$, respectively. Furthermore, no spurious oscillations were observed, apart from significant reflections generated by the corners. In Figure 14, we observe that the solutions of the two systems match at the wave gauges in the interior of the domain. However, the gauges at the corners reveal the reflections generated in the numerical solution of the BBM-BBM system. Note that the proposed numerical method does not utilize limiters or artificial dissipative techniques; therefore, the stability observed in these experiments can be attributed primarily to the conservation properties of the new scheme.

## 5. Conclusions

In this work, our focus was on the Bona-Smith family of Boussinesq systems with variable bottom topography in bounded domains with slip-wall boundary conditions. We established the existence and uniqueness of smooth solutions to the corresponding initial-boundary value problem. This family of systems is specifically designed to preserve three fundamental for long waves invariants: mass, vorticity, and energy. Additionally, we developed a novel numerical method that maintains these three invariants. Spatial discretization is achieved through a modified Galerkin/finite element method, applied to both the equation of free-surface and the velocity potential, and implemented using a mixed
formulation. Temporal discretization relies on explicit, relaxation Runge-Kutta methods, which are tailored to preserve the energy of the system. Mass conservation is intrinsic, due to its first-order functional relation to the free-surface elevation. The conservation of vorticity is ensured through the formulation of the problem using the velocity potential.

To assess the applicability of both the mathematical and numerical models, we conducted a series of numerical experiments. These experiments indicate that the numerical solutions converge with an optimal rate in space to both the surface elevation and the velocity potential. Furthermore, we validated the numerical solutions against laboratory data in three classical scenarios: the reflection of shoaling solitary waves by a vertical wall, the interaction of a solitary wave with a vertical cylinder and the interaction of a periodic wave-train with a submerged bar. In all cases, the agreement between the numerical and experimental data was satisfactory. Finally, we studied the scattering of a solitary wave by a Y-junction. This problem is especially challenging because it involves re-entrant corners. Overall, the stability and the accuracy of the new numerical model indicate excellent performance in simulations involving long waves of small amplitude even in domains with complicated geometric and bottom features.
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