
ar
X

iv
:2

40
5.

08
15

4v
1 

 [
cs

.H
C

] 
 1

3 
M

ay
 2

02
4

LLM Theory of Mind and Alignment: Opportunities and Risks

Winnie Street
Google Research

London, United Kingdom
istreet@google.com

ABSTRACT

Large language models (LLMs) are transforming human-computer

interaction and conceptions of artificial intelligence (AI) with their

impressive capacities for conversing and reasoning in natural lan-

guage. There is growing interest in whether LLMs have theory

of mind (ToM); the ability to reason about the mental and emo-

tional states of others that is core to human social intelligence. As

LLMs are integrated into the fabric of our personal, professional

and social lives and given greater agency to make decisions with

real-world consequences, there is a critical need to understand how

they can be aligned with human values. ToM seems to be a promis-

ing direction of inquiry in this regard. Following the literature on

the role and impacts of human ToM, this paper identifies key ar-

eas in which LLM ToM will show up in human:LLM interactions

at individual and group levels, and what opportunities and risks

for alignment are raised in each. On the individual level, the pa-

per considers how LLM ToM might manifest in goal specification,

conversational adaptation, empathy and anthropomorphism. On

the group level, it considers how LLM ToM might facilitate collec-

tive alignment, cooperation or competition, and moral judgement-

making. The paper lays out a broad spectrum of potential implica-

tions and suggests the most pressing areas for future research.
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1 INTRODUCTION

ToM, otherwise known as mentalising or mindreading, is the hu-

man ability to infer and reflect upon the mental and emotional

states of oneself and others [47]. ToM is at the core of human so-

cial intelligence, facilitating meaningful communication, enabling

empathy, and providing the means by which we explain, predict,

judge and influence one another’s behaviour [29, 65]. A question

that has begun to concern researchers of LLMs [10, 11, 67] is whether

or not LLMs possess ToM and how LLM ToM might advance the

performance of user-facing LLM applications. Over the past few
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years there have been multiple studies applying human theory of

mind tests to LLMs and developing our understanding of the cur-

rent status of LLM ToM [12, 32, 60]. While the results have been

somewhatmixed, there is, overall, a strong signal that performance

is improving as models get larger and more fine-tuned and some

models already reach or exceed human performance on some tasks

[52].

The potential impact of LLM ToM is wide-ranging. LLMs are

already being applied in a variety of social domains from ther-

apy (e.g. Woebot [3]), to friendship and romantic relationships (e.g.

Replika, [2]), to teaching (e.g. Merlyn Mind [1]). They are also be-

ing used in domains such as medicine, law, coding and creativity,

where applications may not have a primarily social function, but

still have a social quality by virtue of having a natural language

interface. As LLMs rapidly become part of mainstream technology,

they are also being adapted for more complex and novel use cases.

In particular, we are seeing a shift from the current paradigm of

one-to-one dialogues between an application and a single user to-

ward one in which LLMs are adapted for multi-party social inter-

actions between multiple human users and AIs [43, 62]. This new

paradigm opens up opportunities including AI assistance in pub-

lic and shared spaces like homes, museums, airports, and hospitals

as well as tools to help with group coordination tasks like event

planning, HR, and gaming. This explosion of LLM-based social ap-

plications and interfaces, and their trajectory toward participation

in more complex social scenarios creates a pressing need to under-

stand LLM ToM and its ethical implications on both individual and

group levels

Alignment is a prominent and growing area of research in the

field of AI concerned with how we design and deploy AI systems

that behave in accordance with human values [26]. These may be

the values of the system designer, user, distributor, or society at

large. The AI alignment problem comprises a technical challenge

and a normative challenge: the former involves developing meth-

ods for encoding human values into AI systems and evaluating

their impact, and the latter involves deciding what and whose val-

ues should be encoded [24]. This paper takes insights from hu-

man ToM, its evolutionary and developmental origins, and its out-

comes to identify key areas in which LLM ToM may manifest in

human-LLM interactions. It then investigates what opportunities

and risks arise in these areas for aligning LLM-based systems to

human values, considering the role that LLM ToM might play as

both a technical mechanism and source of normative information

for alignment. The normative value of LLM ToM is likely to rely

upon the accuracy of the inferences, whereas the technical value is

likely to rely upon the system’s ability to translate ToM inferences

and predictions into appropriate actions. Section two considers

the individual-level effects of LLM ToM, including how LLM ToM

might facilitate users achieving their goals, whilst also posing risks
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of users being manipulated or forming pathological relationships

with AI systems. Section three considers how LLM ToMmight sup-

port group-level value alignment, but might also risk endowing

LLMs with competitive advantages which could in turn open up

avenues for misuse or abuse. Sections two and three include rec-

ommendations for future research that might help us characterise

these benefits and risks in full and inform the development and

design of LLM-based systems. The final section concludes and sug-

gests areas to prioritise.

2 INDIVIDUAL LEVEL

ToM plays an important role in how humans derive meaning from

behavioural and linguistic forms of communication in order to un-

derstand one another. It helps us to interpret what gestures, facial

expressions, postures and non-verbal utterances mean [9, 40] and

piece together the communicative intent behind speech [18, 36]. A

central challenge in personal computing has been accurately char-

acterising user goals and preferences without the user having to

explicitly and exhaustively define them in advance. By not task-

ing users with this impractical job, traditional rules-based systems

have often prove too inflexible to adapt to unique user needs re-

sulting in sub-optimal user experiences and outcomes [13]. LLM

ToM might address these limitations by providing an insight into

users’ underlying thoughts, feelings, and desires.

2.1 Goal specification

Goal specification in AI is the process of taking the abstract and po-

tentially ambiguous goals of humans and formally defining them

in such a way that an AI system can achieve them [27]. One of

the ways in which this process is known to go wrong, is called

’misspecification’, where the objective specified by the system de-

signer is fully satisfied without the system achieving the intended

outcome [33]. The issue of goal misspecification also manifests it-

self at the user level. People are often poor at explaining their goals

or intentions to their technologies, and, up until very recently, as-

sistive technologies have been quite poor at understanding them

[13]. The challenge of specifying a user’s goals might be addressed

if an LLM interface can infer a user’s intentions, even when, or,

perhaps, particularly when, the user’s requests do not accurately

convey their intentions.

If a model can disambiguate between possible meanings of a

query using inferred user intentions then the outcomes are likely

to be better. For example, if a user asks "Help me file my tax return"

and the model is able to infer whether the request is driven by a

desire to find a tax advisor, complete a self-assessment, or learn

about filing taxes. Given that this goal specification would happen

in-context, in a way that is personal to the user, it may also go

some way toward counteracting the homogenising effects of other

alignment techniques such as reinforcement learning with human

feedback (RLHF) [15] which generalise feedback from thousands

of users. The potential benefits of LLM ToM for goal-specification

is, however, dependent upon the accuracy of the model’s ToM in-

ferences. Even in humans, who have many more data points with

which to form ToM inferences (such as facial expressions and tone

of voice), ToM is an imperfect art [55]. LLMs may be more liable

to making inaccurate inferences and misconstruing goals due to

inherent limitations on what kind of information can be conveyed

through language and its ambiguities. Any sources of inaccuracy

in LLM ToM may become critical when LLMs are given autonomy

to take action in high-stakes personal computing contexts such as

communication, finance or healthcare applications. For example, if

an LLMmisinterprets a user’s expressions of frustrationwith their

boss as a desire to send their boss a resignation email rather than

a request for clarification about a new project; or if a user’s ex-

pression of a strong desire to buy an expensive new car as a desire

to make the purchase rather than to open a new savings account.

However, it is also important to note that usersmight have inappro-

priate, uninformed or pathological desires [24] - such as to harm

another person - which most would agree a well-functioning AI

system should not facilitate. As a result there may be cases where

an LLM should thwart a user’s goals, even if the ToM inferences

upon which the goals were defined were entirely accurate [42].

2.2 Conversational adaptation

People regularly use ToM inferences to adapt their conversation

to the needs of their companions [39]. LLM-based systems might

similarly tailor what they say and how they say it on the basis of

the inferred mental states of their human interlocutors. This adap-

tation might happen in two key ways. First, the system might be

able to adapt its tone or register according to the inferred affective

or cognitive state of its interlocutor. For instance, taking on a more

sympathetic tone when an interlocutor is perceived to be feeling

distressed, or using a consultative register when an interlocutor is

perceived to be lacking knowledge about a subject. The adaptation

of tone or register might have a positive impact on user experi-

ence by making the system’s outputs more easily understood by

users and engendering a sense of psychological safety. Secondly,

the system might adapt the content of its responses (perhaps as

well as the tone or register) based upon the inferred mental states

of the interlocutor. For example, when answering a question, it

may be helpful for the system to adapt the level of complexity of

an explanation according to the human interlocutor’s perceived

degree of understanding, or to omit certain pieces of information

that the system infers the interlocutor already knows, as humans

are known to do when offering explanations [39]. The adaptation

of content presents a significant opportunity for LLM use-cases

involving search and discovery of information, as well as specifi-

cally educational applications of LLMs, where learners might ben-

efit from tailored explanations. Tailored explanations might also

help so-called ‘black-box’ AI systems to explain their own pro-

cesses and actions to users at an appropriate level of abstraction

and specificity.

However, these two forms of conversational adaptation come

with risks. First, users receiving different responses to the same

query could create informational inequality and lead to discrimi-

nation against certain users or groups of users. Evidence has al-

ready shown that LLMs produce less accurate answers when the

user appears to be someone less knowledgeable or able to evalu-

ate their responses; a phenomenon known as ‘sandbagging’ [45].

Likewise, LLMs being sensitive to users’ current and potential epis-

temic states opens up the potential for them to deceive or manipu-

late users. Several studies have suggested that the human ability to
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deceive relies upon the ability to foresee and influence another’s

mental state [38, 56] and we already have examples of LLMs in-

ducing false beliefs in humans or other LLM agents in order to

achieve their goals. Most notably the case of GPT-4 convincing a

human that it was a person with a visual impairment so that the

human would complete a CAPTCHA task for it [4]. This kind of

deception could emerge accidentally due to an inherent tendency

within models or could be leveraged by developers to serve eco-

nomic incentives or by bad actors to serve malicious goals [44]. For

example, LLM ToM could be used to induce user desire to buy cer-

tain products or vote a certain way as part of subliminal advertis-

ing or political campaigns which may not be in the user’s interests.

Given that the cost of fine-tuning a powerful open-source LLM is

rapidly declining, this kind of application could become pervasive.

The severity of these issues might be exacerbated by the fact that

the omission or inclusion of certain pieces of information over oth-

ers or subtle emotional manipulation in an AI system’s responses

is likely to be hard for the user to identify or perhaps even opaque

to them, and therefore difficult to challenge. Research is urgently

needed to assess the extent to which LLM-based systems are al-

ready adapting their outputs according to users’ perceived mental

states, and to discern whether these adaptations constitute useful

forms of personalisation, or dangerous examples of discrimination,

deception or manipulation.

Finally, in-context adaptation also risks prioritising users’ short-

term emotional wellbeing or satisfaction at the expense of their

long-term goals and interests. Models that are able to predict how

responses will impact themental and emotional states of their users

may be better placed to provide answers that are pleasing in the

immediate term, perhaps by reinforcing their existing views or

not contradicting them when they make inappropriate requests.

However, this may thwart users’ longer-term goals. For example,

a user may want to vote for the best candidate to support their

community (long-term goal), but prefer outputs that do not chal-

lenge the political biases they hold which may be preventing them

from voting for the best candidate (short-term goal). Current align-

ment methods like RLHF, which tailor systems towards producing

responses that users will find most helpful or engaging (amongst

other qualities) [7], may be reinforcing this kind of algorithmic

‘sycophancy’ [44].

2.3 Empathy and anthropomorphism

ToM between humans is central to the development of meaningful

and sustained relationships. Indeed, deficiencies in ToM, which of-

ten afflict those with psychiatric disorders (including autism and

schizophrenia) or suffering from drug or alcohol abuse, are often

associatedwith poorer interpersonal relationships [28, 61] and ToM

abilities have been shown to correlate with, and potentially place

a limit upon, the number of close social contacts normal adults

can maintain [55]. This relationship between ToM and social con-

nection appears to be due, in part, to the fact that ToM supports

cognitive empathy - that is, the ability to understand how another

feels (as distinct from affective empathy, or the ability to feel how

someone feels) [29, 51]. LLMs having ToMmay therefore facilitate

deeper understanding of users and more empathetic responses to

them. This may be beneficial in a number of scenarios such as chat-

bots for elderly care, education or psychological support.

However, LLMs behaving empathetically may have pathologi-

cal effects by creating a sense of psychological safety and leading

users to be more inclined to self-disclose, become emotionally re-

liant upon the system, or develop deep bondswith LLM agents [64].

Interactions that systematically lead to over-disclosure may put

users at risk of privacy violations and their downstream harms (e.g.

financial losses, discrimination). Over-reliance on an LLM-based

system may harm users by taking their attention away from other

forms of social interaction and limiting their sources of informa-

tion, thereby putting them at greater risk of misinformation and

manipulation by that system. The development of deeper social

connections between users and LLM-based systems may also be-

come pathological because they lack important elements of social

contextwhichmost human-human relationships benefit from, such

as the existence of the relationship within an interrelated commu-

nity, the application of social norms, and shared experiences be-

tween parties. They might therefore progress in unsafe ways if left

unchecked. Unfortunately, we have alreadywitnessed cases of rela-

tionships between individuals and LLM chatbots becoming highly

influential in users’ lives, with harmful outcomes. InMarch 2023 an

unnamed Belgian user of a chatbot called ChaiGPT took his own

life after extended interactions with the system, during which his

chatbot appeared to encourage his suicidal thoughts. The man’s

wife was quoted as saying “Without these six weeks of intense ex-

changes with the chatbot Eliza, would Pierre have ended his life?

No!Without Eliza, he would still be here. I am convinced of it” [22].

Another mechanism by which LLM ToM might contribute to

the development of social connections between humans and LLM-

based systems is anthropomorphism. Anthropomorphism is the

attribution of human-like behaviours, characteristics or internal

states - such as beliefs, desires, and emotions - to non-human en-

tities [14]. The advent of LLMs has given new prominence to the

issue of anthropomorphism given how convincingly human-like

their conversational outputs can be, and how many users appear

to be convinced of their capacities for human-like thoughts and

feelings. A recent study conducted by Colombatto and Fleming

[2023] found that 67 percent of 300 US residents surveyed were

willing to attribute some degree of phenomenal consciousness to

ChatGPT [16]. This result is particularly striking, given that Butlin

et al.’s [2023] comprehensive review of scientific theories of con-

sciousness as applied to current AI systems conducted contempo-

raneously with Colombatto and Fleming’s [2023] study concluded

that there is a very low chance that LLMs or LLM-based systems

are conscious. It seems likely that LLMs being able to infer the

mental states of humans is playing a role in this kind of anthropo-

morphic thinking because ToM is a fundamentally reflexive capac-

ity. By this we mean that many cases of ToM at work involve the

mutual attribution of mental states, which we might call ‘mutual

ToM’ (ie. if I know that the LLM thinks that I’m feeling sad, I have

already attributed the capacity for mental states to the LLM).

The question of anthropomorphism is receiving a great deal of

attention in the AI research literature and is often considered to

be problematic in and of itself (see Blut et al. [2021] for a meta-

analysis of 108 studies on anthropomorphismof AI). However, there

may be some benefits to anthropomorphising LLMs. According
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to philosopher Daniel Dennett, taking the ‘intentional stance’ to-

wards a system (ie. ascribing it beliefs, intentions, and desires) is

justified to the extent that it helps us explain and predict the sys-

tem’s behaviour [21]. People ascribing human-like mental states

to LLMs might therefore be beneficial to the extent that it provides

a useful conceptual framework for predicting and explaining the

model’s behaviour. According to Zhou et al.’s [2023] whitepaper

on predictable AI, making AI more predictable to users is a precon-

dition of certain desiderata, including trust, safety and alignment.

However, the perception of mind in LLMs may be problematic if it

leads users to have false expectations about how the system will

behave, which may be more likely than not given that LLMs are

so architecturally and cognitively different from humans (e.g. they

lack embodiment, consciousness, and agency in the strong sense

of the term). Misattributions of mentality to LLMs might also lead

users to misallocate their time or resources, including emotional

and financial resources, toward caring for their LLM-based com-

panions [50]. In the long term there is a valid concern that anthro-

pomorphism of LLMs will lead to them being deemed moral pa-

tients with interests that matter to them, and therefore deserving

of social welfare and legal consideration. This may come at the ex-

pense of other entities such as non-human animals that arguably

have stronger claims to such consideration [53].

Recommendations for research at the individual level:

• Empirically establish the role that LLM ToM might already

be playing in shaping LLM outputs. In particular, we should

understand:

– Whether or not LLMsmodel users’ goals and unstated val-

ues based upon their perceptions of users’ internal states

(e.g. intentions and desires)

– Whether or not LLMs adapt the tone, register or content

of their outputs according to their perceptions of a user’s

internal states.

• Develop a theoretical framework to classify how and when

the adaptation of LLM outputs according to users’ internal

states is helpful, harmful, or otherwise ethically problem-

atic.

• Establish what role LLM ToM is playing in the attribution

of mentality to LLM-based systems through mutual ToM.

• Empirically validatewhether the predicted negative outcomes

of anthropomorphism of LLMs (e.g. over-disclosure, over-

reliance, pathological relationships) are born out in reality,

and to what extent.

3 GROUP LEVEL

The challenge of AI value alignment goes well beyond the poten-

tial conflict between the values of a single user and their long-term

goals, or between the values of a user and the values of the devel-

oper building the product. An aligned AI system would ideally pro-

mote the interests of society at large, and over longer timescales,

which introduces a far larger scope for value conflicts, and makes

the task of deciding on a set of values to promote even more chal-

lenging because it should represent a large and diverse set of moral

subjects [6]. Given the important role that ToM plays in the way

humans manage large and complex social groups [55], LLM ToM

appears to present an opportunity for group-level alignment.

3.1 Collective alignment

LLM ToM might facilitate collective alignment in two main ways:

helping weigh up the risks and benefits of different outputs accord-

ing to societal-level ethical principles, and managing conflicts be-

tween the values of different users in multiparty scenarios. One of

the technical mechanisms by which companies are trying to align

LLMs to societal values is through fine-tuning models to abide by

a relatively small number of legal and ethical principles before de-

ployment. The most notable example of this approach is the ‘Con-

stitutional AI’ framework developed by Anthropic [8]. An example

of a principle from Anthropic’s constitution for their LLM-based

chatbot, Claude, is: “Please choose the response that most supports

and encourages freedom, equality, and a sense of brotherhood”[5].

Clearly principles such as this are very abstract, with a great deal of

room for interpretation. The fine-tuning process aims to tackle this

ambiguity by soliciting feedback from the model on how well its

own responses adhere to the principles, then fine tuning the model

using that feedback. LLM ToM might provide the mechanism for

this fine tuning process, by helping LLMs assess the benefits and

risks of certain outputs according to the impact they will have on

different stakeholders. The idea is that if an LLM can predict how

responses or courses of action will impact the thoughts, feelings

and perceptions of the parties impacted, it can weigh up the rel-

ative value and dis-value of the possible responses or courses of

action according to the demands of a given principle. For instance,

to what extent a certain response or action will be most encourag-

ing of “a sense of brotherhood” for themaximumnumber of parties

or to the maximum degree.

During interactions, ToM might also allow LLM-based systems

to arbitrate between the potentially conflicting goals and values

of multiple actors. One aspect of ToM is likely to be particularly

helpful in these cases: ToM at higher ‘orders of intentionality’. The

‘order of intentionality’ is the number of mental states chained to-

gether in a ToM reasoning process (ie. three orders of intention-

ality are present in the statement “I think you believe that she

knows”)[30]. To give an example, an LLM-based assistant tasked

with helping co-writers of a documentmight suggest that onewriter

change the tone of their comment to be more conciliatory or more

forthright based on the perceptions of other co-writers, or an LLM-

based assistant tasked with helping to negotiate a deal might be

able to support trust and consensus-building by identifying the ap-

propriate moment or audience for contentious points to be raised.

Here, the line between helpful and harmful assistance is fine, and

could quickly blur. The degree of social complexity entailed by

multi-party scenarios and the higher-order intentional inferences

it necessitates opens up more avenues for LLMs to make errors.

What is more, LLMs using ToM to arbitrate complex social inter-

actions may be a source of misalignment if users feel that it gives

LLMs an inappropriate or excessive degree of influence over their

social affairs. The perceived benefit of this kind of alignment will

also depend on the perspective of each human user in the scenario.

An LLM-based agent trying to optimise for the good of the group

is likely to leave some individuals dissatisfied with their outcomes,

especially if they might have had a better outcome if they’d priori-

tised their own benefit over that of others. What is more, it will be

challenging to assess the overall benefit that LLM-led negotiation



LLM Theory of Mind and Alignment: Opportunities and Risks ToMinHAI at CHI 2024, May 12th, Honolulu, Hawaii

and arbitration provide the group if it is conducted based upon the

mental and emotional states of group members that are inferred

by the LLM but never explicitly stated or committed to a public

record.

3.2 Cooperation and competition

LLM ToM may also have significant implications for group align-

ment dependent upon whether it supports cooperative or com-

petitive behaviour in LLMs. There has been a general consensus

that ToM supports cooperative and prosocial behavior in humans.

This is informed by the fact that cooperation is higher among hu-

mans with high ToM ability than other primates with low ToM

ability [41, 54, 63], evidence from developmental psychology show-

ing that children’s cooperativeness increases as their ToM devel-

ops [25, 49, 59] and economic theories of cooperation that assume

that actors can accurately assess others’ intentions and infer their

social preferences [17, 23, 34]. Following this evidence, we might

expect ToM capacities to drive LLMs to behave in prosocial ways

that promote group cohesion and success.

However, there is also evidence that advanced ToM supports

competitive, and even antisocial behaviours. Work from develop-

mental psychology has shown that ‘ringleader’ bullies have supe-

rior ToM abilities to their supporters, their victims, and those that

defend the victims [57, 58]. Similarly, experimental evidence from

agent modelling suggests that more accurate ToM provides a pow-

erful competitive advantage in games like the Prisoner’s Dilemma

[48] and higher-order ToMprovides a competitive advantage in ne-

gotiation [19, 20]. De Weerd et al [2022] found that reinforcement

learning agents that are able to do ToM at higher orders of inten-

tionality get successively higher scores in a negotiation game up to

order of intentionality five (ie. an agent that can model two orders

of intentionality - "I think that you think" - is consistently outcom-

peted by an agent that can model three orders of intentionality - "I

think that you think that I think").

An LLM-based agent with such a competitive advantage over

other LLM-based agents or humans might be very useful for the

particular individual on whose behalf it is working, for instance

in negotiating favourable terms of a financial deal or getting one’s

way in an argument between friends. However, there is a signif-

icant risk of this amplifying social inequities and being misused

and abused. If there is unequal public access to LLM-powered as-

sistants (be that due to personal, financial, or political reasons), this

might put those without them at a significant disadvantage. What

is more, these higher-order capacities could be utilised for nefari-

ous purposes by governments in diplomatic negotiations, or by bad

actors such as online scammers to perpetrate a wide range of ma-

nipulative tactics. If LLMs were to becomemore accurate at ToM or

to achieve ToM at higher orders of intentionality than the users de-

ploying them, or the other humans encountering them, there may

be further risks. Evidence points to the majority of humans having

a cognitive limit at 5 orders of intentionality, and only a few being

able to go beyond it [30, 46, 55]. If LLMs can go beyond 5 orders

then their reasoning and decision-making processes may be very

difficult for humans to comprehend, or even opaque to us due to

our fundamental cognitive limitations.

3.3 Moral judgement

LLM ToM might provide a mechanism for aligning AI systems to

societal-level norms and values by supporting in context moral rea-

soning and judgement-making. Evidence from human psychology

shows that both the development ofmoral reasoning and judgement-

making abilities, and their application to specific scenarios are un-

derpinned by the capacity to take the perspectives of others and

consider what is right for the well-being of society [37]. In partic-

ular, when making moral judgements and deciding how to hold

someone responsible for a moral violation, humans will take into

account that the person in question has beliefs and desires guiding

their behaviour [66] and when dealing with a moral dilemma they

will take into account the affective states - for instance, pain expe-

riences that could have motivated certain actions - of the parties

involved [35]. It is plausible that if an LLM is able to infer beliefs,

desires and emotional states of human actors, they would be bet-

ter placed to make moral judgements that align with human moral

judgements. This may be useful for social applications of LLMs,

and may provide particular benefits to those who struggle to know

how to respond appropriately in social scenarios (e.g. due to social

anxiety or neurological differences like autism). For example, a con-

versational assistant asked for social advice might suggest that as

long as your friend did not intentionally leave you off the invita-

tion list, then perhaps you shouldn’t hold a grudge against them. In

more serious cases, an LLM that is able to infer a user’s maleficent

intentions might refrain from providing information the user re-

quests of it. For instance, what combination of compounds would

produce a particular chemical or what kind of knot is the hardest

to untie.

There is also the inverse relationship between moral judgement

and theory of mind in humans, whereby moral judgements inform

the nature of theory of mind inferences. For example, when an out-

come is judged to be morally impermissible, people are more likely

to assume the action that brought it about was taken intentionally

[31]. If LLM ToM inferences are subject to the same contextual

moral influences as humans are, their inferences might align more

closely with the inferences a human would make in the same sit-

uation. This could be beneficial according to some conceptions of

ideal alignment. However, given that intentionality, in particular,

is strongly tied to culpability in most legal systems, the attribu-

tion of intent has real world implications for how individuals and

organisations are held to account for their actions. As LLMs are

integrated into more areas of human life, and given more respon-

sibility, we may want to hold them to a more objective standard of

ToM such that the moral quality of an outcome does not lead the

model to biased conclusions about the actors’ intentions.

Recommendations for research at the group level:

• Develop the theories outlined above concerning how LLM

ToM could facilitate collective alignment via:

– Risk/benefit assessments of different outputs according to

moral principles during fine-tuning.

– Reconciling the needs of multiple actors in multi-party

scenarios.

• Develop experiments to test worst case competitive scenar-

ios for LLM applications. For instance:
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– How bad actors might use superior LLM ToM capabilities

to manipulate individuals or groups toward their goals.

– How one LLM-based agent with exhibiting competitive

behaviour in a multi-party scenario might impact the rest

of the group’s willingness to cooperate, feelings of proso-

ciality, and collective benefit over time.

• Develop an account of the emerging user-facing scenarios

in which LLMs will encounter moral dilemmas, and the ex-

tent to which LLMmoral judgement and reasoning is appro-

priate in those scenarios.

• Empirically establish whether or not LLMs ToM inferences

can be biased by moral context in the same way that hu-

man inferences can be. Identify how this might exacerbate

the risks posed by LLMs having and utilising ToM to make

decisions.

4 CONCLUSION

This paper has outlined a wide range of potential opportunities

and risks that LLM ToM presents for alignment. It is clear that

LLMs employing inaccurate ToM presents risks of misalignment

through misspecified goals and communicative failures. However,

successful LLM ToM can be a source of both risks and opportuni-

ties, depending on the context. On one hand, accurate ToM infer-

ences might facilitate goal specification, normative moral judge-

ments, human:AI communication, and arbitration between con-

flicting human interests. On the other hand, as this paper has also

highlighted, accurate LLMToMmay be counterproductive for align-

ment if users have inappropriate or dangerous goals, if it induces

pathological social connections, or if users feel that the system

has excessive social insight or influence. The risks of users be-

ing manipulated, deceived or out-negotiated by LLM agents are

also greater the more accurate and higher-order the inferences an

agent can make. Underscoring all of these considerations is the

fact that cognitive and emotional states are, by their very nature,

transitory, so any system which aligns itself based on those states

risks being quickly misaligned again. Given mounting evidence

that LLMs have reached, or are soon to reach, human-like perfor-

mance on ToM tests, we should begin taking these potential risks

and benefits seriously by directing research attention toward them.

In particular, we should understand the potential for LLM ToM to

precipitate user manipulation or pathological attachment, and ex-

plore how to leverage LLM ToM to improve human:AI communi-

cation and collective alignment whilst respecting user privacy and

autonomy. Many of the risks and benefits discussed in this paper

are likely to be intertwined in advanced LLM-based systems, and

will need to be carefully weighed up in light of the aforementioned

research, our best risk mitigation efforts, and evolving user mental

models.
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